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PREFACE

Welcome to the Fourth International Conference on Research in Air Transportation!

On the behalf of the ICRAT 2010 Steering Committee, we would like to express here our deep gratitude to
the senior and young researchers in Air Transportation for having contributed to this young but challenging
and exciting conference.

For this fourth edition of ICRAT, there were 94 qualified submissions by authors from 22 countries. The
referee process resulted in 63 acceptances, for an acceptance rate of about 67%. All selected papers are of
good quality, and we are very proud of the professionalism of all authors, reviewers, and of all Program
Committee members. Thank you so much for your contributions and collaborations.

This is also the third time that Tutorials and a Doctoral Symposium have been included in the conference
program. Three tutorials are scheduled for ICRAT 2010. There will be a full day tutorial on Airborne Self
Separation in Air Transportation, with presentation by 10 of the leading researchers from Europe and the
United States and half day tutorials on Validation of ATM Operational Concepts and on Challenges
Regarding the Integration of Unmanned Aircraft into Civil Airspace. We are confident that they will
increase the young scientists’ understanding of “how things work™ in air transportation. The Doctoral
Symposium is expected to create a forum for young researchers to discuss their research approaches with
senior researchers to obtain guidelines and support.

The opening session will have invited keynote speakers from the SESAR Joint Undertaking, from FAA, and
from the Budapest University of Technology and Economics - all senior research scientists or strategists in
Air Transportation. There will be two special keynote talks by senior air traffic controllers from Europe and
the U.S. — both of whom have had extensive, close association with air transport research. We are very
grateful for the presence, contributions, and support of these keynote speakers.

ICRAT 2010 and the proceedings you are handling are the result of much hard work from many people. We
would like to thank:

- The authors and co-authors of the paper submissions. They are, of course, what makes the
conference program great.

- The invisible tertiary reviewers, who often supply the most expert and informed comments on their
review, and the ICRAT 2010 Program Committee. The 40 members on the committee spent most of
their free time during the referee process to review the submitted papers and to return with careful
comments. They are the guardians of the quality of the conference.

- The chairs of the committees: Dres Zellweger (General chair), Vu Duong and David Lovell
(Program Chairs); John-Paul Clarke (Tutorial Chair); Mark Hansen (Doctoral Symposium Chair);
and Sabrina Saunders-Hodge and Colin Meckiff (Grants & Awards Chairs).

- The logistics team led by Daniel Rohacs at Budapest University of Technology and Economics, and
the conference secretariat team led by Yanjun Wang and Frizo Vormer of EUROCONTROL who
worked hard to ensure the on-line processes with the authors, to collect, compile, and edit the final
camera-ready proceedings.

- Telecom-ParisTech with the support to host the website, as well as for the time of Pr. Patrick Bellot
and Loic Baud, who have worked pro-actively on the development and maintenance of the
conference website.



- Daniel Rohacs and his local organizing committee members and volunteers, for all local
arrangements, the printing of the proceedings on USB, and all the logistics at the conference place.

- The various institutions that provided the support for the paper process. The list includes the
employers of all authors and co-authors and the employers of all reviewers and committee members.

- Eurocontrol, FAA, NASA, and JPDO for their financial support — which was instrumental in
providing stipends for many of the ICRAT 2010 speakers.

Thank you all again, authors and reviewers, for your contribution to ICRAT 2010, that will surely be

exciting. Thanks once more to the conference secretaries, Yanjun Wang and Frizo Vormer, and the
principal local organizer Daniel Rohacs. The success of this conference will be yours!

Andres Zellweger and Jozsef Rohacs, General Chairs
Sabrina Saunders-Hodge, David Lovell, Vu Duong, Nicolas Durand, Colin Meckiff, Steering Committee
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Data Driven Modeling for the Simulation of
Converging Runway Operations

Adric Eckstein

The MITRE Corporation
Center for Advanced Aviation Systems Development
Mclean, VA, USA
aeckstein@mitre.org

Abstract—A novel methodology is presented for generating data
driven models for the general application of modeling and
simulation.  This approach relies on the use of principal
component analysis to decompose a given data set into a basis of
linearly uncorrelated modes. Data-driven models are then
constructed from radar track data in order to develop models for
a Monte Carlo simulation to evaluate the collision risk of
converging runway operations.

Keywords - data driven models, converging runway operations,
principal component analysis, modeling and simulation

l. INTRODUCTION

Conventional modeling approaches are frequently derived
from performance specifications in order to infer conclusions
from modeling and simulation. While this approach is often
sufficient, it may rely heavily on assumptions or overly
simplistic models that fail to capture operational variations in
the data.

This study introduces a novel modeling approach in which
data-driven models are generated to capture the operational
variation directly from a given data set. This approach utilizes
principal component analysis to reduce a data set to a series of
linear models. This modeling technique is described in the
context of a Monte Carlo simulation of converging and
intersecting runway operations, used to generate collision risk
factors and define the operational range for improved airport
operations.

Il.  CONVERGING RUNWAY OPERATIONS

With increasing airport operations, new concepts are
required in order to enhance throughput while maintaining a
high level of safety. One such concept is reducing inter-
operation time for dependent converging and intersecting
runway operations. Specifically, this paper focuses on the
arrival-departure converging runway operation. Fig. 1 shows
an example of this operation at Chicago O'Hare International
airport (ORD).

Conventional operations require "landing assured" for
arrivals to 27R in order to release the departure from 32L,
which limits the departure efficiency to that of arrivals on 27R.
Alternatively, a "no-go box" defines a specified region prior to
the runway threshold in which it is unsafe to release a
departure. Provided there is no arriving aircraft in this region,

the departures would be cleared, increasing the departure
efficiency. The goal is to define the smallest size and location
of the "no-go box" to ensure safe operations while allowing the
maximum throughput.

In this instance, we want to measure the risk associated
with releasing a departure, given an arriving aircraft at a
specified distance from threshold. The risk of the arriving
aircraft initiating a missed approach and successively colliding
with the departing aircraft should be sufficiently small to meet
safety requirements. For this study, a collision was defined
only as a function of the lateral trajectory, independent of
altitude separation. Some of the factors that influence this risk
are as follows:

e runway geometries and locations
o fleet mix
e missed approach rate

e missed approach initiation height

No-Go Box

o—

X

Departure
= Missed Approach
O Intersection

27R

Figure 1. Converging runway operations at ORD.
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e departure clear-to-roll time
e aircraft trajectories

A Monte Carlo approach has been adopted in order to
compute the collision risk, where the airport operation is
simulated using models which describe the variability in each
component. Previous studies have adopted a similar
methodology to assess the risk of these operations'.
Simulations of aircraft pairs are allowed to evolve
independently, such that additional risk mitigations factors
such as controller intervention or traffic collision avoidance
system alerting are not requirements for the safety of the
operation.

In this paper, the modeling approach for the aircraft
trajectories is described. Since the aircraft trajectories define
the separation time when the arrival/departure aircraft tracks
cross, this is an essential component to modeling the risk. Each
of the other factors is treated separately to determine the
overall risk of a given operation, and is beyond the scope of
this paper.

A. Radar Track Data

In order to capture the operational performance of aircraft,
historical high-update radar track data is examined. The
departure tracks were grouped by aircraft type for over a year
of track data at 14 airports to generate enough statistics to
capture the nominal behavior for a wide variety of aircraft
types. Non-nominal events such as engine out, blunders, and
navigational failure would require separate treatment and
analysis. Aircraft types with insufficient data (less than 50
tracks) were alternatively modeled by a more generic grouping
of tracks by engine type and approach speed category.

The high-update radar source data utilized reports aircraft
position at 1 second intervals. The position and time of these
track reports were passed through a series of least squares
filters® from which the ground speed was estimated. Next,
each departure was normalized to its throttle-up time, estimated
for each speed profile. Each track was then reduced to the first
180 seconds of flight. The ground speed data set for each
aircraft type then consists of 180 ground speed measurements
for N departures. Fig. 2 shows a two-dimensional probability
density function (pdf) plot of this data for the set of Airbus
A319 aircraft. Each slice through the x-axis would represent a
histogram of the track speeds at a given time. The mean as
well as the 95% upper and lower confidence bounds on the
speeds at each time is also shown.

I1l. DATA DRIVEN MODELS

A. Conventional Approaches

Trajectory modeling, in this context, relies upon defining a
speed profile for a given aircraft type. While other factors such
as climb rate and turn rate are integral components to a full
trajectory model, the approach is initially defined for a single
parameter. The methods to include such additional parameters
is subsequently demonstrated. Using the runway location and
heading, the speed profile can then be integrated in order to
define a lateral trajectory for modeling and simulation.

Budapest, June 01-04, 2010
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Figure 2. Two-dimensional pdf of A319 departure ground speed trajectory
from track data .
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Figure 3. Two dimensinoal pdf of A319 constant acceleration trajectory
model.

Numerous trajectory models exist for various aircraft types.
These models often rely on aircraft and engine performance
specifications, wind, and airspace models. However, such
models often lack the operational variance in performance that
would be seen in day-to-day operations. Variability may be
estimated in the parameters which define such models but
cannot guarantee that each model's variability is independent in
defining the trajectory.

Alternatively, one can define the model directly from the
given trajectory data. Conventional approaches to data-driven
models might simplify the profile from Fig. 2 into simple linear
segments with constant acceleration. Such an example is
shown in Fig. 3. The speed profile consists of 3 segments. The
first is a high acceleration ground roll phase, ending at the
rotation point; followed by a constant speed take-off segment
(during which gear and flaps are retracted); ending with a
climb acceleration segment. Each segment is a simple linear
model with coefficients drawn from known infinite
distributions, based on fits to the given data.

While the bulk features of the speed profile are captured,
there are apparent features in the actual speed profiles which
indicate non-constant accelerations through these segments. In

ISBN 978-1-4507-1468-6
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Figure 4. Two-dimensional pdf of departure ground speed trajectory for various aircraft types from radar track data.

addition, not all speed profiles demonstrated this basic 3-
segment behavior, as shown by other aircraft types in Fig. 4.
There are clearly different signatures in each speed profile as
well as distinct differences in the variability, which cannot be
captured from such a simple linear model.

B. Principal Component Analysis

An attractive alternative for data-driven models is the use
of Principal Component Analysis (PCA). Previous studies
have utilized PCA as part of data driven modeling to cluster
data groups® or deriving filter coefficients®.

PCA is a mathematical decomposition of a given data set
through the use of eigenvalue decomposition®. Through PCA,
a data set is decomposed into a set of uncorrelated principal
components, which define a special basis set for the given data.
PCA can also be described through the Proper Orthogonal
Decomposition® (POD) of a given data set:

X=[% %, %, |=CM' =

cJ[m, m, .. m]

The data set, X, is defined by a series of random variables,
Xi. In the context of this study, each random variable is the

o))

[c ¢

ground speed at a given time (giving 180 random variables).
The principal components (modes), m;, are defined by the
eigenvectors of the covariance matrix, X'X. Similarly, the
variance of each coefficient, ¢;, is the eigenvalue of the
covariance matrix. The distributions of these coefficients will
be critical to the definition of the model.

__ 100 T
& 90
o
e/
80
s >
5) - g
|q—) 707 Modeled
-5 Modes
(1]
E 601
=)
O 50
0 10 20 30 .
Mode

Figure 5. Cumulative total energy in the A319 PCA decomposition.
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Figure 6. Continuous distribution fits to the second mode's coefficients (left) and scatter plot of first and second mode's coefficients (right).

The modes and coefficients represent a linear
decomposition of the data set similar to a Fourier
decomposition. However, each principal component in the
PCA basis accounts for the maximum variability in the data.
As such, the PCA basis will have less error than any other basis
set when reconstructing using a subset of the components.
Another essential property of the PCA basis is that each
principal component is linearly uncorrelated with all other
components.

C. Continuous Univariate Coefficient Distributions

For this example, the ground speed data set of the Airbus
A320 aircraft is examined. PCA is used to decompose the set
into its principal components (the mean mode is subtracted off
prior to decomposition to center the coefficients). As PCA
represents an optimal decomposition with respect to the
variance of the data, it serves as a perfect tool to reduce the
order of the data. Fig. 5 shows that by retaining the first 20
modes, the model is able to account for 99.5% of the variation
in the data. While more or fewer modes could easily be
retained, 20 modes are hereafter modeled for demonstration of
the methodology.

Next, a model for the distribution of each mode's
coefficients is developed. Fig. 6 (left) gives a histogram of the
first mode's coefficient. Two continuous distributions are
shown overlaid with the data, a Gaussian distribution and a
Pearson Distribution’ (defined by mean, standard deviation,
skew, and kurtosis). Relating this distribution back to the
eigenvalue decomposition of the covariance matrix, the
standard deviation of the Gaussian is equivalent to the square
root of the eigenvalue. While the Gaussian is a good fit to the
data, the Pearson fit better accounts for the skew in the data.
For most well defined problems, the Pearson fit should be
sufficient to capture the underlying distribution. However,
certain problems may require alternative methods (such as
Kernel smoothing), so the validity of the fit should always be
verified with statistical tests.

This process is applied to each of the mode's coefficients,
giving an infinite distribution for each mode. Dominant
outliers were removed prior to fitting the infinite distribution in
order to better approximate the data. Using the Kolmogorov-
Smirnov test, each mode's coefficients was found to be
indistinguishable from its Pearson fit at the 95% confidence
level.

Fig. 6 (right) gives a plot of the second mode's coefficient
against the first mode's coefficient (normalized to the square
root of their eigenvalues). It is apparent by the random scatter
of the data that the distributions are largely uncorrelated. This
is again a result of the PCA, where each mode is linearly
uncorrelated with other modes.  This property enables
sampling from each of the Pearson distributions independently,
which can then be reconstructed into the speed trajectory by
summing along each of the principal components. A sample
trajectory is then given by:

V=>s-m, Q)

where s; is a random sample of the Pearson distribution
from the i™ mode. The sample trajectory, v, is then used as an
input to the Monte Carlo simulation. With any other basis
decomposition, multivariate sampling would be required,
which is much more complex and can lead to several additional
sources of error.

In practice, bounds were placed on each coefficient and the
variance of the coefficients in order to prevent unrealistic
trajectories caused from sampling from infinite distributions.
These bounds were determined from the sample size and the
extrema observed in the actual data.

Fig. 7 shows the two-dimensional pdf of the PCA
model for the Airbus A319 speed profile. Since the PCA basis
is defined from the data set, the model is able to capture all of
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Figure 7. Two-dimensional pdf of A319 PCA decomposition trajectory
model.

the effects of the input data set (shown in Fig. 2), without any a
priori assumptions on the form of the model. This feature sets
the PCA modeling approach apart from other conventional
models. This model is also able to directly capture the
correlation between speeds at different times, since each speed
profile is a linear combination of the principal components of
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the original data set.

Because this approach does not rely on any a priori inputs
in order to construct the model, we can follow the same
methodology for other aircraft types. The models for each of
the aircraft types from Fig. 4 are shown in Fig. 8. Each of the
models is able to capture the distinct signatures and variability
from its corresponding data set.

D. Nonlinear Correlation Errors

One of the key assumptions in this modeling approach is
the independence of each principal component from the others.
In terms of the model, this is based on the assumption that the
underlying variation in trajectories is caused by independent
random variations. Each mode, by definition, is linearly
uncorrelated with all other modes. However, this does define
independence, as higher order correlations may exist in the data
or multivariate groupings of tracks.

Fig. 9 plots a two-dimensional pdf of the ground speeds for
500 McDonnell Douglas DC10 aircraft. It is apparent that
there is a largely bimodal variation in the data during the climb
phase of the departure. This is likely caused by variations in
airspeed restrictions, region, or aliasing of aircraft types.
Regardless, we are attempting to define a generic DC10
trajectory model based upon the full data.
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Figure 8. Two-dimensional pdf of PCA decomposition model for various aircraft types.
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Figure 9. Two-dimensional pdf of DC10 departure ground speed trajectory
from track data

Following the methodology described above, the PCA
decomposition is applied to the DC10 tracks. Fig. 10 gives a
plot of the first two coefficients, normalized to the square root
of their respective eigenvalues (similar to the plot in Fig. 6,
right). Although the two coefficients are linearly uncorrelated,
there is clearly a higher-order correlation between the two.
This correlation is directly related to the bimodal grouping
apparent from Fig. 9. Fig. 11 (left) shows the end result when
the model is applied to the bimodal distribution of tracks. The
variability between the two groups is smeared out across the
range of speeds, producing an inaccurate model. While a
dominant source of this error is the approximation of the C1
coefficient by a unimodal distribution, even a perfect match to
the bimodal pdf would still produce an erroneous model, since
the principal components contain higher order correlations.
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Figure 10. Scatter plot of DC10 first and second mode's coefficients.
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Alternatively, we can start by dividing the set of DC10
trajectories by clustering the first couple modes' coefficients,
from Fig. 10. Each of the groups is then independently
modeled, creating two models for the DC10 aircraft. Random
trajectories are then sampled from each of the two models,
respective to their proportions in the data. This bimodal modal
is shown in Fig. 11 (right), which is a much better model for
the initial data set.

IV. VALIDATING THE TIME TO INTERSECTION

The time which it takes a departure to cross the missed
approach trajectory is a key factor when applying the PCA
model to the Monte Carlo simulations. The time it takes the
departure to reach the intersection point is found by integrating
the speed profiles until reaching a distance of 14,400 ft (the
distance from the T10 taxiway of runway 32L to the
intersection point). These times are determined for the
recorded tracks and the PCA model, shown in Fig. 12 for the
Airbus A319 aircraft. There is clearly a better match for the
PCA model than the simpler constant acceleration approach.

V. EXTENDING THE MODEL TO ADDITIONAL DATA

Models are often required which can take a broader input in
order to capture the relation between different parameters. In
the context of the converging runway operations, the
atmospheric conditions will have a substantial impact upon the
performance of the aircraft, namely through the temperature
and winds.

We can extend the PCA modeling concept to include these
ancillary parameters as additional random variables in the PCA
decomposition given in Eq. 1. The temperature and winds,
measured on the ground at the airport during the release of the
departure, are supplemented to each trajectory. Considering
the wind a 2-component parameter, and the temperature a
scalar, we now have an additional 3 random variables in the
model. However, the data set, X, now consists of random
variables with different units. Depending upon the scale of the
data, the PCA will produce different results.

Each data set, X, can be normalized with respect to the
variance of its input parameters. This is similar to the PCA
obtained by standardized variables [5], where each variable
centered around its mean and normalized to the square root of
its variance. In this context, we normalize groups of variables,
such that the 180 ground speeds are normalized to their average
variance, the 2 wind speeds are normalized with respect to their
variance, and the temperature normalized to its variance:

X=| YL V2 Vigg W, W, ot
o.\/ O-V o-V O-W o-W o.t

The PCA modeling approach can then be applied to X
where the last 3 elements of the resulting modes will contain
the proportions of the principal components dedicated to the
winds and temperatures. The modes are then parsed by their
parameters and the normalization removed in order to return to
the initial units of the data.

Utilizing this approach to capture the surface wind and
temperature, arrival-departure pairs can be sampled and
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Figure 11. Standard PCA model of DC10 speeds (left) and bimodal PCA model of DC10 speeds (right).

matched according to the atmospheric conditions. Additional
modes are included to account for the convergence of the
energy of each parameter (similar to Fig. 5).

Conventional approaches might try to adjust the speed
profiles or performance models based on the recorded surface
measurements in order to account for these factors. However,
such an approach adds a substantial number of assumptions
which begin to degrade the accuracy of the model. By adding
these components to the PCA model, no assumptions are made.
Rather, aircraft pairs are selected which were shown to have
similar surface conditions when they were flown.

VI. CONCLUSIONS

This paper presents a novel methodology for generating
data driven models for the Monte Carlo simulation of airport
operations.  Specifically, this approach is applied to derive
trajectory models for the application of converging runway
operations collision risk analysis. In order to estimate the
collision risk, it is necessary to have precise models of each
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Figure 12. Departure time from T10-RW32L to the intersection point.

aircraft type's speed trajectory, which are obtained through data
driven models from radar tracks.

Data sets were assembled using an aggregate of radar tracks
from each aircraft type. Each data set was then decomposed
using principal component analysis to obtain an empirical basis
set of uncorrelated modes. The coefficients of each mode were
then modeled using a Pearson distribution. Sample trajectories
were then obtained by randomly sampling the Pearson
distribution and summing over each of the modes in the PCA
basis set. The resulting trajectories were shown to very closely
match those of the input data set, subject to the assumption that
the underlying data is governed by random independent
fluctuations. Furthermore, it was shown that this approach can
be extended to include additional parameters such as winds and
temperature, which can be utilized to match the surface
conditions of simulated aircraft pairs.

While this approach is provided in the context of the Monte
Carlo simulation of converging runway operations, the
methodology extends to a more general approach to modeling
and simulation, capable of accurately capturing the relation
across large data sets and between different data types,
independent of the form of the input data.
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Abstract—This paper presents an ontology for the air traffic
system that aims at tracking failures and at measuring their
impact on air traffic operations. This model is based on physical
and functional decompositions of the air traffic system, which
splits into facilities, aircraft, technologies, human operators,
communication media, functions, tasks and operations. Possible
failures are introduced at different levels of the decomposition
and their consequences can be easily analyzed thanks to links
between the blocks of the model. Two case studies illustrate
how this model allows to anticipate the failures propagation and
to find alternative solutions. A prototype implementation using
MATLAB/Simulink is presented and illustrates the propagation
of a secondary surveillance radar failure.

I. INTRODUCTION

The Air Traffic System (ATS) is a complex system that
involves thousands of pieces of equipments, vehicles, facilities
and people working together. The current system is aging and
its modernization requires new technologies, automation and
operations that should be compatible with the existing system.
Weaknesses in the current centralized, voice-communication-
based system include travel delays due to weather, safety and
security breakdowns, the inability to adapt to new technologies
such as uninhabited aerial vehicles, and a lack of dynamic
adaptability in the face of disturbances and failures. The
goals for the Next Generation Air Transportation System
(NextGen) [1] in the United States and SESAR [2] in Europe
focus on significantly increasing the safety, security, and
capacity of air transportation operations, via new procedures
and technological advances for all modes of air transport.
In NextGen and SESAR, aircraft are expected to have a
broader range of capabilities than today’s and to support
varying levels of total system performance via onboard capa-
bilities and associated crew training. Many aircraft will have
the ability to perform airborne self-separation, spacing, and
merging tasks independently. Increased use of automation,
reduced separation standards, Super-Density arrival/departure
operations [3], and additional runways allow busy airports to
move a large number of aircraft through the terminal airspace
during peak traffic periods. However, in order to enable future
capacity, NextGen will encompass novel technologies, vehicle
types and operational concepts [3], and will ultimately bring
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forth new types (or modes) of failures and disruptions. If
unattended, these disruptions could result in severe setbacks
for the NextGen and SESAR agendas and the health of the air
transportation system as a whole. Tracking the propagation
and the impact of failure gets always more difficult with the
increasing complexity of the system.

The introduction of new technologies and new aircraft is
not possible unless they have been certified with a very low
failure tolerance, resulting in very few critical onboard failures.
Nevertheless, some faults still occur but are often due to
exogenous factors such as the bird strike that downed flight
1549 [4] in the Hudson river. Ground infrastructures are also
regularly affected by unexpected exogenous factors. On April
23, 2009, the Atlanta Hartsfield Jackson International Airport
control tower was hit by a lightning and severe storms knocked
out power to the area and the airport lights [5]. The tower had
to be evacuated, leaving the airport inoperative, no aircraft
being able to take off nor land. Probably more critical was the
evacuation of the Southern California TRACON (SCT) in 2003
because of wildfires [6] threatening the facility. Technologies,
or pieces of equipment are also subject to failures such as radar
outages: in May 2007, the SCT was affected by an outage that
let the controllers mapless for an hour [7]. Similarly, in 2004, a
computer glitch in the radar system disabled the surveillance of
flights above 24,000ft [8] in the United Kingdom. Flight data
had to be entered manually, resulting in a decrease in capacity
and an increase in spacing distances. Air Traffic Controllers
(ATCs) are the eyes of the pilots and require a good sight to
maintain the safety of the airspace. Surveillance is critical but
cannot be achieved without reliable communications, which
are used to transmit surveillance data from the radar to
the control facilities, between ground facilities and aircraft,
and among ground facilities. If a control center loses its
communication capacities, tens or hundreds of aircraft are
left deaf and blind. On September 25, 2007, Memphis Air-
Route Traffic Control Center (ARTCC) experienced a total
communication failure. Controllers had to coordinate with
other ARTCC:s using their cellphones [9], [10], [11], [12]. The
breakdown lasted for about 4 hours. Communications are also
critical for navigation purposes. If the frequencies carrying
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the GPS signals are jammed [13] or spoofed, GPS navigation
is not possible anymore. The lack of responsiveness of flight
188 [14] is an interesting example of communication and
navigation failures due to a human error, when the pilots did
not contact ATCs for over an hour and a half and overshot
their destination airport by 90 NM.

In all of the examples above, disastrous consequences were
avoided thanks to the extraordinary ability of humans to
accommodate to unexpected situations. With the increase of
automation in the Air Traffic Management (ATM) system,
it becomes more difficult to track the impact of a partial
or total failure. Sheridan analyzed the issues [15] associated
with the human-automation interactions in the next generation
air transportation systems: “Because of the greater intercon-
nectedness of aircraft and subsystems, equipment failures and
misapplied procedures can cause perturbations that cascade
throughout the whole system.” [15] In the event of a failure
of the automation, degradation mode should be available for
the human controller to safely handle the system. A thorough
knowledge and modeling of the degradation modes of the ATS
is necessary to ensure its safety.

This paper presents an ontology of the ATS based on
a multidimensional decomposition, aiming at analyzing the
impact of failures. A large share of the work in ATM is
devoted to improving the performances of the current system
and assessing new concepts of operations. Being at the center
of air traffic operations, ATCs have been often modeled ([16],
[17], [18]). Human in the loop simulations are used to validate
new concepts [19] and tools to identify human errors in air
traffic control have been developed [20]. At a higher level,
Pinon et al. modeled the air transportation system as a supply
chain [21] to measure its performances and constraints. Using
a modeled network of airports they studied the benefits of
4-D trajectory-based operations. Pinon et al. also presented
a morphological decomposition of the air traffic operations,
to evaluate and select airport technologies [22]. The system
was decomposed from traffic phase, to possible improvements,
to operational concepts, to functions, to technologies and
finally, to sub technologies. A matrix of alternatives is created
from this morphological analysis [23]. This decomposition is
oriented towards finding appropriate technologies to optimize
operations. However, this decomposition is unidirectional and
does not allow to keep track of failures and to measure the
loss of performances. Di Benedetto et al. modeled the ATMS
as a stochastic hybrid system [24] to detect faults and mainly
non-deterministics human errors due to lack of “situational
awareness” [25]. Those hybrid systems allow to account for
the dynamics of the agents and their potential errors. This
ontology proposed in this paper does not include system’s
dynamics but rather focuses on the deterministic health of the
overall system.

Processes to study “Complex, Large-Scale, Interconnected,
Open, Sociotechnical” (CLIOS) systems have been developed
by Sussman [26]. The ATMS possesses the internal complexity
[27], that is, the number of components in the system and
their interactions, as well as the behavioral complexity [27],
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that is the type of behavior that emerges from the system
due to the components interactions, of CLIOS systems. The
emergent behavior is difficult to predict but unlike in CLIOS
systems, despite their complexity, the relationships between
the subsystems of the AMTS are known and can be modeled.
The use of CLIOS system analysis methodologies focuses on
identifying policies or management intervention to improve
the systems. If the ATMS was to be studied in the framework
of a CLIOS system, this ontology would be a key enabler
towards understanding its complexity.

In a common report [28], the FAA and Eurocontrol
presented the safety techniques used in ATM. Techniques used
to model the impact of failures on operations include, but are
not limited to bow-tie analysis, even trees and fault trees [29],
[30] . In all those frameworks, a failure or an error is first
identified, and then, the possible causes (i.e the branches of
the tree) need to be generated by an expert. This ontology is
an automated way to generate fault trees.

The objective of this paper is to present a model that
captures how failures or perturbations cascade throughout the
system and that measures their impact in terms of loss of
capabilities. If the impact of a failure is known, it becomes
easier to ensure the graceful degradation of operations when
the failure will occur. A “graceful degradation” of air traffic
operations is defined as the smooth transition from nominal
to degraded modes of operations [31]. For instance, previous
works [32], [33] have presented algorithms and maps that
enable a graceful degradation by spreading out the traffic in
the event of a degradation in the ATS.

The remainder of this paper is organized as follows: sec-
tion II introduces the ontology, its objectives, how the ATS is
decomposed, the links between the blocks, and how failures
are introduced and tracked. Section III consists of case studies
to illustrate some examples of use for the ontology. Section IV
presents a prototype implementation of the ontology before the
concluding remarks.

II. AN ONTOLOGY FOR FAILURE TRACKING IN AIR
TRAFFIC SYSTEMS

This section presents an ontology that models the ATS and
allows to track failures in it. The objectives of the ontology, the
modeled system, a description of the ontology, the influence
structure and finally the failure propagation mechanism are
presented.

A. Presentation of the Ontology

1) Objective of the Ontology: The objective of the ontology
is to provide a better understanding of the propagation of
failures in the ATM system, and to measure their impact
in terms of loss of capabilities. The ontology shows the
propagation of failures, from a facility, a controller or a tech-
nology, all the way to operational capabilities. The ontology
allows the identification of alternate or backup technologies,
to analyze how a loss of automation can be handled by a
human controller to ensure the safe transition from a nominal
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and automated, mode of operation to a degraded and manual
mode of operation.

2) System: The modeled system is the air traffic system,
consisting of all the infrastructures, technologies, commu-
nication media, people, etc, that are necessary for the air
traffic system to be fully operative. The system also includes
aircraft and pilots. The introduction of new technologies and
automation systems can be tested and added to the ontology
as they are being developed.

3) Ontology description: The ontology combines a physical
decomposition of the major components of the ATS, and
a functional decomposition of the air traffic operations into
tasks and then functions. This ontology combines elements
from the decompositions presented by Pinon et al. on the one
hand ([22]), and Kim et al. on the other hand ([34]). Pinon
et al. decomposed air traffic operations to identify enabling
technologies. Kim et al. proposed a task decomposition for
function allocation.

This ontology starts from a physical decomposition of the
system in facilities and aircraft, then decomposes them into
technologies and human operators. Human operators and tech-
nologies execute functions that are enabled by other functions
and communication media. Then, those functions are used to
execute tasks. Finally, tasks are combined together to enable
operations. This later part, is the functionnal decomposition:
Operarations are decomposed into tasks, that are themselves
decomposed into functions.

Facilities/Aircraft

Facility 1 Aircraft 1

/Tect}nﬁogi,e/s / )

‘Tech1 H Tech 2 H Tech 3 ‘
A\ - 4

quwan ds*erators
Hum 1 Hum 2

s B R
Functions
4
‘Fun1HFun2‘ ----- }Fun3HFun4HFun5HFun6‘
\ A
N\
Task Communication Media
( N ) Legend
—— Primary link
: » Secondary link
\Operatlons ------ Equivalence link
Fig. 1. Ontology’s decomposition

Figure 1 presents a diagram of the decomposition of the
elements of the ontology. The terms used in this model are
defined as follow:
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o Facilities/Aircraft: This category groups physical pieces
of equipment and/or people located at the same place.
A Facility refers to a building or place that provides
a particular service or is used for a particular purpose.
For instance, the TRACON facility refers to the physical
building in which air traffic controllers work to direct air-
craft in the corresponding TRACON airspace. A facility
can also refer to a simple building, e.g. the building and
mount for a radar or an Automatic Dependent Surveil-
lance - Broadcast (ADS-B) ground station.

An Aircraft refers to a vehicle that can fly and enter the
controlled airspace, such as an airplane, a helicopter or
an unmanned aerial vehicle.

o Technologies: A Technology refers to a physical piece
of equipment such as a transponder, a radar, etc. A
technology is located in a facility or an aircraft and
executes one or several functions.

o« Human Operators: A Human Operator refers to a
human being qualified to execute the tasks required by his
position/job. Human operators include pilots, air traffic
controllers, dispatchers, etc. Human operators are located
in ground facilities or an aircraft and execute one or
several functions.

o Communication Media: A Communication Medium
refers to the transmission channel or tool used to deliver
information, such as air waves in a given range of
frequencies, phone lines, etc.

o Functions: A Function refers to “a capability without a
goal”, of a technology or a human being. Transmitting
information or displaying information on a screen are
examples of functions.

o Tasks: A Task refers to a tangible activity with a goal.
A task is made possible through the combination of
functions. Monitoring aircraft position for safe separation
is an example of task.

o Operations: An Operation refers to a tangible activity
with a goal resulting from the combination of several
tasks. For instance, sequencing and merging is an opera-
tion that requires air traffic controllers to direct aircraft,
pilots to follow ATC instructions and fly the aircraft.

This decomposition enables the introduction of failures at
different levels (Section II-B). The propagation of a failure
can be tracked in the ontology using its influence structure.

4) Influence structure and dimension: The influence struc-

ture of the ontology is the set of relationships and links that
exists between the different components of the model. The
signification of the links between the elements is presented in
Table 1. The dimension corresponds to the type of relationship
existing between the linked blocks. The term origin refers to
the block at the tail of the arrow, and destination refers to
the block located at the head of the arrow. The relationship
“Hosts” means that the destination block is located inside
the origin block. The relationship “Executes” means that the
origin block executes the destination block. The relationship
“Emits” means that the origin block emits information using
the destination block. The relationship “Transmits” means
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TABLE I

INFLUENCE STRUCTURE AND DIMENSIONNALITY

Origin Destination Dimension Meaning

Facility —  Technology Hosts The technology is physically located inside the facility.

Facility —  Human operator Hosts The human operator is physically located inside the facility.

Technology —  Function Executes The technology executes this function. The information available to the
technology is used to perform the function that will generate new informa-
tion.

Function —  Technology Provides infor- | The output of this function is used by the function. The information

mation generated by the function is used by the technology.

Human operator —  Function Executes The human operator executes this function, generating new information.

Function —  Human operator Provides infor- | The human operator uses the output of this function. The information is

mation received by the operator.

Function —  Communication Emits on The output of the function is transmitted over the communication medium.

medium The communication medium must be available for the information to be
successfully transmitted.

Communication —  Function Transmits The communication medium transmits information that can be captured by

medium the receiving function.

Function Function Is equivalent The two functions are equivalent, in terms of role. They might have a
different level of performance.

Function —  Task Enables The function enables the task. A task might require several functions to be
achieved.

Task —  Operation Enables The accomplishment of the task is required for the operation to be
conducted.

that the origin block transfers the information to the des-
tination block. The relationship “Enables” means that the
origin block makes the achievement of the destination block
feasible. The relationship “Equivalence” does not carry any
dependence information. It is used to determine redundancy
in the technologies. The dimension is infered by the nature of
the elements on both sides of the relationship.

The ontology has three types of links: primary, secondary
and equivalence.

e Primary links: Primary links correspond to nominal
interactions between the different components. They are
represented by colored arrows: a green and plain arrow
indicates a link working nominally. A dashed orange link
indicates that some of the information nominally carried
by the link is missing. A dotted red arrow indicates the
the link is no functional.

o Secondary links: Secondary links correspond to re-
dundancies, not used in nominal modes. They are also
represented by colored arrow: when the link is inactive,
it is represented by a dashed gray line and when active,
it takes the colors of a primary link. For instance, the
primary radar can be used as a backup for the secondary
radar, but does not provide the same level of performance.
The functions enabled by the primary radar are contained
in the model, but the links are listed as secondary, since
they are not used during nominal operations.

o Equivalence links: Equivalence links join blocks with
similar characteristics. They are represented by black
dotted lines. Two technologies are equivalent if and only
if they are identical. If they are not, they can perform
identical functions which will have the equivalence re-
lationship. Two equivalent functions can have different
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level of performance, which are indicated in the descrip-
tion of the function. Equivalence links allow the ontology
to find redundant systems to perform failed functions.

B. Failures and degradations modes

The ontology enables the introduction of failures at all
the levels of the decomposition. Failures can affect single or
multiple blocks but cannot be introduced on links. The color
of the links presented in the previous section refers to the type
and the availability of the information they carry. The coloring
is only a consequence of a failure being propagated. Failures
can affect:

o Facilities/Aircraft: Failures affecting facilities and air-
craft are potentially the most difficult to handle, since
they host many people and technologies. Such failures
can be total or partial. When a facility failure is total, it is
propagated to technologies and human operators located
in this facility. When the failure is partial, only some
technologies or human operators will be set as “failed”.
A total failure can be visualized as a master switch for
all the technologies and people in the facility. A partial
failure can be seen as a switch for a particular room. This
is captured in the model by switching to inoperative only
some elements (technologies or human operators) located
inside this facility.

o Technologies: A technology can fail because the facility
in which it is located fails, or because the technology
itself fails. The same way facilities fail, technology fail-
ures can be partial or total. If the failure is total, all
the functions enabled by the technology will be set to
inoperative. If the failure is partial, only a set of functions
will be set to inoperative.
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TABLE II
EXAMPLE 1: PROPAGATION OF A FAILURE DUE TO INOPERATIVE BAROMETRIC ALTIMETER
Origin (Type) Destination (Type) Explanation Level of
Failure
Barometric altimeter (Tec) Measure Altitude (Fun) The altimeter cannot measure the altitude. Total
Measure Altitude (Fun) Onboard Mode-S Transponder | The Mode-S transponder cannot get the altitude information. | Total
(Tec)
Onboard Mode-S Transponder Transmit Information | The Mode-S transponder cannot transmit the altitude infor- | Partial
(Tec) (1090MHz) (Fun) mation.
Transmit Information Radio  Waves (TOOOMHZ) There is no altitude information to transmit. Partial
(1090MHz) (Fun) (Com)
Radio Waves ( 1000Mhz) Receive Information | There is no altitude information to receive. Partial
(Com) (1090MHz) (Fun)
Receive Information Ground Mode-S Transponder | The transponder cannot receive the altitude information. Partial
(1090MHz) (Fun) (Tec)
Ground Mode-S Transponder Display of aircraft position | The position of the aircraft cannot be accurately displayed | Partial
(Tec) (Fun) since the Mode-S transponder did not receive altitude infor-
mation.
Display of aircraft position Surveillance (Task) The surveillance task cannot be executed properly as the | Partial
(Fun) altitude of an aircraft is missing.
Measure Altitude (Fun) —  Fly holding Pattern (Task) It is not possible to fly a holding pattern since it requires to | Total
maintain the altitude, which is not available.
Fly holding Pattern (Task) —  Sequencing and Merging | Sequencing and merging might require an aircraft to fly a | Partial
(Ope) holding pattern. Since this task cannot be achieved by all
aircraft, this operation runs in a degraded mode.
Surveillance (Task) —  Sequencing and Merging | Sequencing and merging require that the surveillance task is | Partial
(Ope) achieved properly.

o Human Operators: Failures affecting human operators
are modeled the same way as failures affecting technolo-
gies.

o« Communication Media: When a communication
medium fails, the information it carries cannot reach
its destination. Therefore, the link exiting the medium
will be disabled, meaning that the information cannot be
transmitted.

« Functions: A failure cannot be introduced at the function
level. If a technology or an operator cannot execute
a function, it is modeled as a partial failure of the
technology or operator. A function can fail if its input
link(s) carry failures.

o Tasks: Tasks can fail by the propagation of functions
failures. Failures at a task level can also be introduced
to model human errors. Task failures propagate to the
operation level. Backtracking of task error is possible but
likely to provide too many possible origins.

o Operations: Operations can fail by the propagation of
tasks failures.

When a failure is introduced in the ontology, the failure
is propagated along and its impact can be measured by an
incapacity of executing tasks and operations. Since links also
carry partial failures, the model also allows its user to measure
decrease in performances.

III. CASE STUDY

This section presents two case studies to illustrate some
uses for the ontology. The first case illustrates the propagation
of a failure of the barometric altimetry in one aircraft [35].

The second case shows how the ontology can be used to find
alternative technologies in the event of a GPS jamming.

A. Failure of the barometric altimetry in one aircraft

In this example, a failure is introduced in the barometric
altimetry of an aircraft. Such an example has been previously
studied [35] for evaluating future concepts of operations.
Agent based simulation were run to analyze the impact on
operations and the loss of capabilities, from an aircraft-based
point of view. It is assumed that the technologies providing
this function are inoperative. Figure 2 presents a simplified
version of the model. The blocs are depicted in red if they are
the origin of the failure, or if this element has failed totally. A
block in orange is partially affected by the failure. It is visually
easy to follow all the elements that completely failed and those
which suffer of a loss in capabilities. Table II explains how the
failure propagates along the ontology. The diagram in Figure 2
is a simplified version of the trajectory of the failure through
the model, as it does not present all the elements of the system.
Only some blocks were selected to illustrate the example.

B. Jamming of the GPS signal

Future operations highly rely on accurate positioning using
GPS. Super-Density Operations [3] will require aircraft to
precisely follow predetermined trajectories consisting of a se-
quence of way-points coordinates. GPS is necessary to ensure
Required Navigation Performance (RNP) operations. ADS-B
literally depends on the aircraft being able to determine its
position, in order to broadcast it to ground stations and to
other aircraft. Figure 3 depicts the impact of a GPS jam [13]
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Fig. 2. Propagation of an aircraft’s barometric altimeter failure through this ATS

on ADS-B operations. This representation is slightly simplified
and is organized by entity for a more compact view. This
example presents only one direction of communication, that
is only aircraft 2 trying to determine the position of aircraft 1
using ADS-B. This example shows how Traffic Information
Services (TIS) could be used as a backup to ADS-B in
operations in terminal areas. The link between ADS-B out
of aircraft 1 and ADS-B in of aircraft 2 is the primary link
for aircraft 2 to obtain surrounding traffic’s information. If this
link fails, the secondary link is activated and TIS is used as a
backup system.

IV.

This section presents a implementation of the ontology
using MATLAB and Simulink. To show the capabilities of the
ontology, a limited ATMS was simulated. Matlab and Simulink
were chosen for the rapidity of prototyping. Simulink offers
a great simulation environment with interaction and commu-
nication between elements. The ontology was implemented in
Simulink, and a control panel module to introduce the failures
and track their impact was created using MATLAB.

IMPLEMENTATION

A. Simulink Model

In this implementation, yellow blocks represent facilities
and aircraft. When going inside those boxes, appear the
technologies and human operators hosted by those facilities.
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The outputs of the technologies and operators are the functions
accomplished.

B. Matlab Interface

An automated MATLAB interface was developed together
with the Simulink model. This interface automatically reads
the Simulink model and looks for all the facilities, etc, and
the functions enabled. Figure 5 presents the control panel
that enables the introduction of failures. By checking one or
several boxes, the corresponding components will be set as
inoperative. Figure 6 presents the control panel that shows the
status of communication medias, tasks and operations. In both
control panels, a green background indicate a nominal state. A
red background indicates that the function/task/operation can
not be executed.

Figures 5 and 6 present a scenario where the secondary
radar is inoperative. The cascade of failures affects principally
the controller that cannot monitoring traffic since its control
station does not display aircraft’s positions. Aircraft’s mode-C
transponder will not broadcast the aircraft’s altitude since there
were no such request, the secondary surveillance radar (SSR)
being inoperative. The impact on tasks and operations is major
since all activities requiring air traffic control feedback cannot
be executed anymore. The aircraft are left on their own.
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Fig. 4. Simulink model for the ATS Ontology
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V. CONCLUSION

This paper presented an ontology for the air traffic sys-
tem based on a physical and a functional decomposition of
the system. The physical decomposition includes facilities,
aircraft, human operators and communication media and is
linked to the functional decomposition of the operations into
tasks and functions. Failures of systems or subsystems can be
introduced at different level and their impact can be tracked
all the way to the decrease of performances in the operations.
As new technologies are introduced to leverage new concepts
of operation, this ontology allows to study their modes of
failure and find alternative solutions to ensure the graceful
degradation of the ATS.
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Abstract—Flight delays cause lots of additional operational
costs of airlines. Because airspace capacity is a scarce resource
and airlines are self-interested, how to optimize the capacity
allocation and avoid “the tragedy of the commons” is a hard
problem for the Air Traffic Management authority. Through
defining the marginal cost function and the opportunity cost
function about the airlines, we introduce the first-price-sealed bid
theory to realize the scare capacity allocation of congesting
airport to the airlines which want them. Under the ATM
authority’s resource allocation policy, the airline will develop a
set of scenarios to minimize the potential disruption to its
schedule and implement the one that is most cost-effective
through a competitive biding process with other airlines. Finally,
the Air Traffic Management authority could get the optimized
global allocation result of airspace resources under the
equilibrium condition.

Keywords- air traffic management; ground delay program; first
pricing sealed auction; traffic congestion

. INTRODUCTION

During the last several years, airlines and passengers have
been suffering from congestion at busy airports and airspaces,
annual congestion delay costs airlines and travelers more than
$20 billion in the world. Especially in china, with the greatly
development of trades and economics in the last two decades,
the air traffic have been growing rapidly and the flights delays
have become a major public policy issue. It is predicted that
there will be more than 3655000 flights operating in 2010.
Though comparing with the European and USA, she has fewer
than any of them, the distribution of flight flows in China is
very uneven. More than 70% of flights have been operating on
the eastern china. Nearly 30% of total flights have been flying
between these three airports (including Beijing airport and
Shanghai airport and Guangzhou airport) every year. and even
the uneven trend is developing. So the Chinese air traffic
operational system is fragile and is fluctuated easily. The air
traffic congestion and delay problem is more and more
prominent due to the military actions and bad weather
conditions.
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At present, traffic flow management(TFM) with the
collaborative decision making aid(CDM) is applied widely to
help to resolve the traffic congestion and balance demand and
capacity when the airspace system was disrupted or the
capacity was decreasing due to bad weathers or military events
in the airspace system. A common condition in airline schedule
planning (the process of generating the schedule with the
greatest revenue potential) is that flight legs will be operated as
planned according to the natural capacity of airspaces. But,
when bad weather happened on the airspace, the capacity of
airspace is decreased largely. The uncertain shortfall of
capacity disrupts the planed schedules, and lots of affected
flights need to be rescheduled. According to the schedule time,
different traffic management initiatives such as reroutes,
ground delay programs and miles-in-trail (MIT) restrictions can
be used to revise the flight schedules and make the schedule
demand adapt to the airspace system.

How to reschedule and allocate the limited airspace
resources to these disrupted flights of different airlines
equitably and efficiently under these three traffic management
initiatives is the hard problem for the ATM authority. ATM
authority aims to minimizing system delay time or cost under
some certain fairness rules when it reschedules the disrupted
flights of different users. Minimizing system delay time does
not reflect the lowest total delay cost. Being incorporated into
the collaborative decision making (CDM) process, the airlines
could influence the rescheduling decisions to profit themselves
[1][2]. Because the total delay cost does not include the
airlines’ delay costs but also include the travelers’ delay costs,
the goals of different decision makers which include airlines
and ATM authority may conflict and the available information
for good decision makings varies among these decision makers.
The airlines maybe hide the flight information that is
disadvantageous to them, but is necessary to the optimal
system decision. It is hard for ATM authority to get to the aim
of the decision that is to reschedule these disrupted flights and
allocate the limited airspace resources to airlines equitably and
efficiently.

The auction is a resource rationing method of the market
mechanism. The bid price is the reflection of the value of a
scarce resource for the bidder. The successful use of auctions
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for telecommunication spectrum, energy and other
commodities provide valuable insight into how to design
auctions for the airspace resources [3-5].Due to the fast
progress of network and web technologies, traditional trading
systems can be operated welt on the internet. It unchained the
technical barrier for the auction applied to the air traffic
management [4] [6].

In this paper, we presents a first sealed auction method
based on Dynamic Stackelberg equilibrium to realize the
coincidence goal between the ATM authority and airlines. We
make an attempt to set up the market-based, user self-decision
Air Traffic Management mechanism. ATM authority sets up
and announces the specific congestion toll schedules for the
performance of the system that internalize the congesting
external cost into the flight operational cost of airlines. ATM
authority takes into consideration the global impact of dynamic
congestion tolls that encourages the profit-oriented airlines to
shift their low marginal profit flights to the non-peak traffic
period or other legs which may be not charged by congesting
fees or charged a little. Each airline is assumed to reschedule its
disrupted flights according to the maximizing self-interested
rule, while taking into consideration the pre-announced toll
schedules and allocated capacity which is preferentially sold to
the airline. Those elastic flights may be shifted from the
congesting airspace to be delayed or to reroute other airspace.

Il.  THE AUCTION EQUILIBRIUM MODEL FOR THE CERTAIN
CAPACITY

We first define the usage cost of airspace r and the
expectation delay cost of flight f, and the opportunity cost of

flight f, .

Let the marginal usage cost of the certain capacity of
airspace r as follow,

MC; (f,.t) = p; (1) )

Where p; (t) denotes the biding price of the certain
capacity that airliner a, submit for flight f,

Let the lower one of the expectation delay cost and the
rerouting cost of flight f, as the opportunity cost of f, using

the certain capacity, as follow
delay, (t+At, )—delay, (t)
+(1— proby, (1)) * p, (t+At, ),

OP, (t) =
i ( ) if Edelayfk (t) < reI’OUtE‘fk (t),

)

reroute, (t), if reroute, (t) < Edelay, (t).

Where
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Edelay, (t) = proby, (t)*[delay, (t+At, )—delay, (t)]
wp (D) *[MC; (f t+At, )

+delay, (t+At, )—delay, (t)]
=delay, (t+At; )—delay, (t)

+ (1= proby,, (t)) * p, (t+At, )

+ prob

®)

Where

The expectation delay cost at the future departing
interval (t+At, ), we define in this paper, is the operational
cost after receiving the Ground Delay Program (GDP) Order,
if the flight do not depart at the current interval. After a certain
length (t+At, ) predicted by the airliner, if the congestion

problem will not exist, the GDP initiative will be canceled and
the delay cost will be the ground delay cost from the current
interval. But, if the situation has not become good, the cost
should include the ground delay cost and the usage cost of
airspace r; at the future departing interval (t+At,) .
prob,,, () is the probability that the GDP initiative will be
canceled during the (t+At, )th period, So, the delay cost
of flight f,is the expectation value including the ground
delay cost with probability prob,, (t) and the usage cost at
the departing (t+ Aty )

probability1- prob, () .

gdp

future interval with

If the airliner wins the certain capacity biding game,
the payoff utility of flight f, is as follow,
OP, (t)-MC; (f,.t)
Edelay, (t)- p; (t),
if delay, (t+At, )—delay, (t)<reroute, (t),
reroute, (t)— p; (t),
if reroute, (t) <delay, (t+At, )—delay, (t).

delay, (t+At, )—delay, (t)- proby, (t)* p; (),
if delay, (t+At, )—delay, (t) <reroute, (t),

1

(4)

reroute, (t)— p; (t)

if reroute, (t) <delay, (t+At, )—delay, (t).
Where

Because the unknown expectation delay cost is the
empirical data, for simplifying the problem we take the delay
cost of flight instead of the expectation delay cost to the
rerouting cost.

Only if is the marginal usage cost of the certain capacity
lower than its opportunity operational cost, the airline will attend
the auction for flight f, . So, the payment utility value is

always a positive number. Simply, we assume that
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P, (t+At, ) is approximate to p; (t) if there will be still the
congestion during the future departing interval (t+Atfk) .Both
opportunity operational cost OP, (t) of flight f, and marginal

cost of the uncertain capacity are the additional operational
cost of the flight. We assume that the additional operational
cost, caused by congestion-related events, of each flight that
takes part in the auction are independent and uniform random
variables on the same interval (0,delay,(T)). Because all of

users in set A are profit-oriented, we assume that in civil
aviation industry there is the common maximum of the
additional operational cost of flight -- delay, (T) . Each of the

bidders who auction the same resource submits a nonnegative
biding price. The bidder submitting the highest bid price will
win and pay his bid. Other bidders pay and receive nothing.
Bidders are risk-neutral and all of this information is common
knowledge. If bidder a, wins and pays the biding price,

bidder a, ’s payoff is

! OP, (0= Py (). if P, (> P}, 1),
bid 1, (3,2, Ve, 1, () = { ' ' 3 j
0 or else,

Va eA. (5)

i#]

Because the bid game is peer to peer, we just need to
analyzing the equilibrium strategy of a, : p; (t) = p; (OP, (t)).

Given the equilibrium solution OP, (t)— p;* (t), the expected

payoff function is as follow,
Ebid, . (p;, (1)) = (OP, (1)~ p;, (1) 6
*[[1 probability (p; (t) < p; ()] ©
J#i 1 1

Where

The first part before the multiplicative sign is the payoff
of a,, the second part is the probability thata, wins all of the
others.

The probability that bidder & wins bidder a; is

probability(p; (t) < p; (1))
= probability(p; (OP (1)) < p; (1))
= probability(OPfk (t))aj < d)(p;i* t)
= ®(p;, (1)) / delay, (T)
Where cD(p;* (t)) is the inverse function of p;* (t) , which
denotes additional operational cost saving is cI)(p;* ) if

airline a, submitted bid price p: (t) . So, we get

Ebid, , (p; (1)) = (OP; (t) - p;, (1))
*[@(p, (1) / delay, (T)I""

For maximizing the expected payoff, we get

(8)
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oEbid,  (p; (1))
ENCEE
If delay, (t+At;)—delay, (t)<reroute, (t),we get

6Ebidaiyfk(p:(t))__ N 1 fyyyn-
oo proby,, (1) *[@(p, (1))]

+[delay, (t+At, )-delay, (t)

~ proby,, (t) * L, (O] (-1 2@ (p: (1)
=0.

Ifreroute (t) <delay, (t+At, )—delay, (t), we get:

aEbICj%g ((t;)a,* (t)) _ —[CD( p;:f (t))]n—l + [reroute?k (t)

- P, OI*(-D@"*@ (p; (1))
=0
Due to ®(p; (t)) = min(OP, (t), reroute, (1)), we get the

equilibrium bid price of &, , as follow,

#L;p(t)[delayfk (t +At, ) —delayfk ®]
—%[delayfk (t+At, )—delay, ()],

P, (1) = if delay, (t+At, )—delay, (t) <reroute, (t), (9)
nT_lreroutefk (1),

if reroute, (t) <delay, (t+At, )—delay, (t).

Where the equilibrium price of this bid game relies on the
number of bidders and the value v; i (1) and their own
estimations about the GDP delay situation. Each airline’s
bidding price is determined by the value from the bidding
resource. At the equilibrium condition, the airline who gets the
highest value from the resource will give the highest price.
According to the first price sealed bidding principle, the player
who gives the highest price will get the resource.

We get the differential eguation of p:‘(t) about the
derivative Va1, (t) =delay, (t+At, )—delay, (t),

opy®  n-1
N, 1, (t) n*proby, (t)

1-n

[v, 1" >0, (10)

Obviously, p:‘(t) is the increasing function about the

variable v, , (t). So the airlines whose flights suffer the more
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delay or rerouting cost will give the more prices about the
auctioned resources, and will get more chance of wining.

When the biding resources are more than one, if the
biding flights has the consistent utility for each resource unit
in the same decision period, based on (1)- (5), similarly, we
could get,

Ebid, ; (p; (1) =
(OP, (1) - p;, (1)) *[@(p; (1) / delay, (T)]""

Due to there being m available resources, if only the biding
price of the flight is above to any of (n-m) other bidders, not to
any of (n-1) other bidders, the flight could win one capacity
unit.

(11)

Likewise in (9), we get the equilibrium biding price under
the condition that the biding resources are more than one, as
follow,

i ()=
n—-(m-1)-1
n—(m-1)* proby,, (t)

[delay, (t+At, )—delay, (t)]

1
———[dela t+ At, )—dela t 1—ﬂ+(m_1),
S s (AL ) —delay, (0]

if delay, (t+At, )—delay, (t)<reroute, (t),
n-(m-1)-1
n—(m-1)

if reroute, (t) <delay, (t+At, )—delay, (t).

(12)

reroute, (t),

Where
Let m denotes the auctioned certain capacity number.

Here the equilibrium value is just theory results. In practice,
the behaviors of airlines in the bid games are hard to be
assumed. However, the big and small of the equilibrium bid
price is direct correlative to the additional operational cost. The
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equilibrium bid price of flight could reflect the true additional
operational cost of flight in the assumption that every airline is
rational and profit-oriented.

IIl.  CONCLUSIONS

Given that the additional operational costs of flights are
important components of the airline decision-making process,
how the economic costs of flights under the different air traffic
management tactics influence the airline decision behaviors
have not analyzed in precious research. Our models allow for a
test of the market mechanism effects on the airline decision
behaviors in the context of air traffic management (ATM) that
carefully optimizes the airspace system costly. The main
contribution of this paper is to develop the auction method of
the market mechanism. In theory the first pricing sealed
auction could ensure the systemic benefit and equity and
efficiency. The method makes an attempt to solve the airport
congesting capacity allocation problem in the pre-tactics air
traffic flow management.
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Abstract—Fair allocation of available resources among airlines
is very challenging when there is a reduction in en-route
resources. Each airline will typically place a different relative
weight on delays, rerouting and cancelation. Whereas some
airlines would like to preserve the on-time performance for
certain flights and cancel or reroute many other flights, other
airlines prefer to have less rerouting and cancelations while
tolerating higher total delay. The value (or cost of delay) an
airline associates with a particular flight may vary substantially
from flight to flight. Airlines who wish to receive priority for
certain flights usually are willing to pay more for specific time
slots. To accommodate richer carrier preferences so that airlines
can express the relative importance of delays, rerouting and
cancelations, new concepts of slot values and dual pricing are
introduced in this research. Unlike Ration By Schedule (RBS),
the current algorithm in use for rationing airspace resources, that
gives priority based on scheduled flight arrival times, our new
allocation method provides flexibility to carriers to achieve their
goals. Specifically, it also allows carriers to receive “premium”
slots for an extra ‘charge”. In this paper, we describe a new
rationing and randomized allocation method. We analyze the
performance of the new method and compare it with RBS based
on data derived from a real application. Our method has potential
usefulness both in Airspace Flow Program (AFP) planning and
in the emerging System Enhancements for Versatile Electronic
Negotiation (SEVEN).

Keywords-resource rationing; flow management; fairness;
equitable allocation; AFP; Dual Price

I. INTRODUCTION

When there is a capacity reduction due to the severe
weather, rerouting flights is not sufficient to address extended
capacity reductions in the airspace, and the need for additional
tools has long been recognized. To meet that need the FAA
(Federal Aviation Administration) introduced a new capability
in the spring of 2006. The Airspace Flow Program (AFP)
combines the power of Ground Delay Program (GDP) and
Flow Constraint Area (FCA) to allow more efficient, effective,
equitable, and predictable management of airborne traffic in
congested airspace.

When TFM specialists at the Air Traffic Control Sys-
tem Command Center (ATCSCC), in consultation with FAA
field managers and customer representatives, decide that the
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weather conditions are appropriate they can plan and deploy
an AFP. The first step is to use the Traffic Situation Display
(TSD) to examine predicted weather and traffic patterns and
identify the problem area by creating an FCA. An FCA is a
user-defined volume of airspace along with associated flight
lists and filters. FCAs are used to show areas where the traffic
flow should be evaluated or where initiatives should be taken
due to severe weather or volume constraints. Traffic managers
or flight dispatchers define a geographic area of an FCA by
drawing a polygon or a line on the display and defining the
ceiling and floor of the FCA using a dialog box. FCAs are built
by the ATCSCC and require a traffic management initiative
(TMI).

The Enhanced Traffic Management System (ETMS) takes
the FCA description and produces a list of the flights that
are expected to pass through the FCA and the time they are
expected to enter. This list, updated with fresh information
every five minutes, is sent to the Flight Schedule Monitor
(FSM), which displays the projected demand in a number of
formats designed to support effective planning. FSM creates
a common situational awareness among all users and service
providers in the National Airspace System. All parties need to
be aware of NAS constraints in order to make collaborative
air traffic decisions. It is designed to effectively interact with
existing FAA systems, FSM displays the Aggregate Demand
List (ADL) information for both airport and airspace data
elements for its users, which means everyone is looking at the
same picture. The TFM specialists at the ATCSCC can enter
the capacity of the FCA, expressed as the number of flights
that can be managed per hour, and FSM will then assign each
flight a controlled departure time so that the flow into the FCA
does not exceed the declared capacity. These departure times
are sent to the customers for flight planning and to the towers
at the departure airports for enforcement.

The principal goal for the initial deployment of the AFP
program is to better manage en route traffic during severe
weather events. Compared to previous approaches, AFP’s
reduce unnecessary delays while providing better control of
demand, more equity, and more flexibility for customers [3].

Today, AFP’s use GDP-like tools. However, there are im-
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portant differences between resource allocation for GDP’s and
enroute resource allocation. First, a GDP only applies delays
to a subset of flights destined for a single airport while the
AFP’s apply delays to a subset of flights predicted to fly
through a designated FCA (GDP tools have been modified for
AFP’s in this respect). Second, in the GDP setting, demand is
established based on the set of flights scheduled to arrive at
the GDP airport; GDP procedures implicitly assume all flights
must be assigned an arrival slot. On the other hand, in the AFP
or SEVEN (System Enhancements for Versatile Electronic
Negotiation) setting, all flights on the demand list need not be
granted access to the enroute resource. The flight operator has
the prerogative to cancel flights not given access or reroute
such flights around the restricted airspace. Thus, enroute
resource allocation decision models should both determine
which flights gain access and assign an access time (slot) for
those flights that do gain access. The last related difference
is the existence of a fixed flight schedule on which to base
resource allocation for GDP’s. Ration-by-schedule uses, in a
very fundamental way, the flight schedule as the basis for
resource allocation. In concept this can be done for enroute
problems by simply taking the schedule associated with the
list of flights whose flight plans have been filed through the
impacted enroute resource. A key difference, however, is that
the filing a flight plan is a short-term action and, as a result,
the possibility of flight operators trying to “game the system”,
e.g. by filing unnatural flight plans, is a very real possibility.

In practice, each airline will typically place a different
relative weight on delays, rerouting and cancelation. Whereas
some airlines would like to preserve the on-time performance
for certain flights and cancel or reroute other flights, other
airlines prefer to have less rerouting and cancelation while
tolerating higher total delay.

Using fairness principles as a basis for allocating scarce
resources provides our research with a novel focus. In fact,
some proposals address the rationing of airport arrival capacity
in the long run. Using methods ranging from auctions [9] and
congestion pricing [7] to bargaining schemes [1]. The allo-
cation of slots under Collaborative Decision Making (CDM)
is different, in that slots must be assigned on a daily basis
due to fluctuation in airport or en-route capacity. The dynamic
nature of the allocation process makes it more complicated and
fairness plays an important role in this environment.

The method we propose applies to a general class of
airspace resource allocation problems and, in fact, we have
designed it to also be applicable to the emerging SEVEN
[2]. While SEVEN should potentially have a broad range
of application contexts, the key feature that it brings to
bear, which is not present in AFP’s, is the ability for flight
operators to express preferences among various options for
the disposition of an individual flight. The ability for flight
operators to express preferences is also a key feature of our
proposed resource allocation method.

In this paper, we propose a new method for assigning AFP
slots to flights and flight operators, which is fundamentally
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different from the method currently used for GDP’s and AFP’s,
ration-by-schedule (RBS). Our work uses as a starting point
research on GDP’s [14] and the investigation of RBS as a basis
for fair resource allocation [13].

II. PROBLEM DESCRIPTION AND OVERVIEW OF
PROCEDURE

In our research we assume that flights pass the boundary of
FCA one at a time (this is consistent with current practice).
Therefore we can express the capacity as the number of avail-
able time slots. We consider those flights that are “scheduled”
to arrive at the boundary of FCA. Such a flight schedule
can be derived based on each flights scheduled departure
time and filed flight plan. Employing such a schedule can be
problematic as it is not immune to gaming or strategic behavior
on the part of flight operators.

The simple FCA capacity model employed allows the
FCA to be characterized by a set of entry slots. Let S =
{s1,82,...,8m} be the set of available slots and F
{f1, f2,..., fn} be the set of flights. However, in general
n > m, i.e. the number of flights is greater than the number
of slots during the AFP. The capacity, c;, of each slot s; is
considered one which means each slot can be used by a single
flight. Suppose there are K carriers A = {41, As,...Ax }, and
F; is the set of flights of carrier A;. ay is the time flight f
is scheduled to arrive at the boundary of FCA and ¢; is the
time of slot s;. Flight f can be assigned to any slots s; with
t; > ay. As with GDP planning, although flights are assigned
to slots, we view the flight-to-slot assignment as a slot-to-flight
assignment operator.

We break the process down into two steps:

Step la:Determine a fair share, F'.S; for each flight operator,
A;.

Step 1b: Obtain flight operator flight-slot priority lists.

Step 2: Allocate flights to slots in a manner consistent with
the fair share determined in Step la and their flight
priorities obtained in step 1b.

The fair share for each carrier can be found in many differ-
ent ways. A principal goal we seek is to provide equity among
carriers. The allocation of homogeneous demands, when the
total demand exceeds total available resources is addressed
in [8], [15], [16] and, in the case of scheduling problems,
is treated in [6], [4], [5], [12] (these models correspond to
the situation in which all flights arrive at the beginning of the
AFP). Vossen [12] uses a heterogeneous demand model to treat
the different arrival times of flights. To allocate slots to flights,
he uses “proportional random assignment” which randomly
assigns slots to the carriers in proportion to the number of a
carrier’s flights that can use a slot. In his method, slots sequen-
tially are assigned to the carriers. The proportional random
assignment method is a randomized allocation method. It is
also time dependent. In the “proportional random allocation”
method proposed by Moulin [4] there is no time dependency,
which means that all agents can participate in the lottery at
each time until their demand is met. In proportional random
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assignment, agents participate in the lottery as long as they
can use the slot under consideration. We will use this method
as a way to determine a fair share to each flight [11] (and
consequently each flight operator). However, we will not use
it to actually allocate slots to flights.

The flight-to-slot assignment carried out in Step 2 is a type
of randomized round-robin that employs flight-operator pref-
erences. In step 1b, each flight operator specifies an ordered
list of flight-to-slot assignments. The allocation procedure
gives priority to the carriers who wish to maintain their on-
time performance for certain key flights and in return receive
fewer slots. At each iteration, when a flight operator has
its “turn”, the highest available assignment on that flight
operator’s preference list is chosen. Here, by available, we
mean the the associated flight has not yet been assigned a slot
and the associated slot has not been assigned to a flight.

In Section III, we describe the procedure for determining
FS;, i.e. Step la and also explain the submission of flight
priority list by each flight operators, Step 1b. We note that
these procedures were previously described in [11] so this
section is largely a review. Section IV covers Step 2, which
is a new contribution. Section V provides our experimental
results.

III. FAIR SHARE AND FLIGHT PRIORITY LIST

A. Determining Fair Share of Each Carrier From Available
Slots

As discussed above the goal of this section is to determine
a fair share of available slots “owed” to each operator in
expectation. Our procedure for determining this fair share
requires as input a flight schedule. Vakili and Ball [11]
explained how to determine the fair share of available slots. In
this section, we just briefly explain the procedure, Finding Fair
Share based on Proportional Random Assignment, FFS-PRA.

The availability of a schedule is characterized by knowing
for each flight f, a scheduled arrival time af, which is
interpreted as the time f is “scheduled” to arrive at the FCA
boundary. Each slot s; has an associated time ?; so that a
flight f can be assigned to slot s; if ay < ¢;.

We start by assuming there is an allocation that uses all
slots (this almost always happens during congested periods
— furthermore, this assumption can be dropped but doing so
would complicate the presentation). We call an allocation that
uses all slots a complete allocation. PRA, which underlies
FFSPRA is based on the following principles.

o Each flight can use at most one slot.

All flights have equal share of each slot that they can use
in any complete allocation.

Each flight can be assigned to any slot later than its

scheduled time of arrival.

We can now define the PRA procedure.
PRA:
Stepl :Set Fi={feF:a;<t)}andi=1
Step 2 : Choose an f € F; with probability

. 2 and
assign f to s;
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Step3 :Seti=1:+1
Step 4 :SetFi:{fGF:afSti}—{f}
Step 5 : If © < m Then go to Step 2.

End.

We define for each flight f and slot j, Pr; to be the
probability that PRA assigns f to s;. Also, define:

Py = Zj Pr; = PRA share for flight f (1)
FS;= > rer, Pr = PRA share for flight operator A; (2)

Because of the structure of PRA, Py, can be computed in
polynomial time [11] as:

[T (ni =)
[Ty (ni = (i—1))
where n; is the number of flights that can be assigned to slot
sq, k is the earliest slot, si, that flight f can use.

Let us now compare this method of computing fare shares
with the implicit fare shares allocated by RBS. RBS, of course,
is a deterministic procedure that either assigns a slot to a flight
or does not. Thus, the RBS “fare share” for a flight is either
zero or one. Since PRA employs randomization and since it
employs the principles described earlier, any flight that appears
in any complete allocation will have a positive fare share.
Therefore, all flights included in an AFP will have a positive
share of available slots.

This is a very important point. While RBS will give zero
share to later flights, FFS-PRA will give such flights a positive
share. We should note that flights that are scheduled earlier will
typically receive a higher share than later scheduled flights.
Therefore, FFS-PRA implicity gives a higher share to earlier
scheduled flights and so it gives some weight to the basic RBS
principle. However, it balances this principle with the principle
that each flight included in the AFP has a claim to a portion
of the available capacity.

Further, (see [10]) we can show that PRA meets the funda-
mental fair allocation principles, which are impartially, consis-
tency and equal treatment of equals and demand monotonicity
(see [15)).

Impartiality states that allocation rule should not discrimi-
nate among the flights except insofar as they differ in type.
In other words, if two flights are indifferent in type and in
the feasible set, they will receive the same fair share. The
consistency property states that the expected fair shares should
be independent of the order in which flights are assigned to
the slots. Equal treatment of equals states that if two flight
operators have the same schedule, they will receive the same
fair share. Demand monotonicity says that an increase in
carrier ¢’s total number of flights (with other flights remaining
unchanged), can not deteriorate carrier i’s fair share.

Py; =

3)

B. Flight Priority List

As discussed earlier our slot allocation procedure requires
airline flight-slot preference information. There are two types
of preference lists.
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In the first type, carriers submit to the FAA an ordered list
of flight-to-slot assignments. For example, carriers submit an
ordered list of (f;,s;) pairs. This type of list can be very long
when the number of slots is large. The second type of list
is a compact version of the first type. Instead of submitting
an ordered list of (f;,s;) pairs separately, carriers submit the
pair of flights and an interval of slots. For example, if a carrier
ordered preference list is (fi, s;), (fi, 5j41) (fi,sj+2) (fi, sk)
then it can be expressed as (f;,s; : Sj+2), (fi, Sk)-

Suppose, carrier A has three flights A101, A102 and A103
and also assume there are six available slots, s1,...,sg. The
earliest slots, ay, that each flight can be assigned could be:

Slot: $1 So S3 S4 S5 Sg
Flights: A101 A102 A103
afs S1 S4 56

The following table illustrates a possible flight priority list.

Preference List for A

Rank | (Flight,Slot) || Rank | (Flight,Slot)
1 (A103, s¢) 6 (A101, s3)
2 (A101, s1) 7 (A101, s4)
3 (A101, s9) 8 (A101, s5)
4 (A102, s4) 9 (A101, sg)
5 (A102, s5) 10 (A102, sg)
For simplicity, the flight priority list can be shown as:
Rank (Flight,Slot) Rank (Flight,Slot)
1 (A103, s¢) 4 (A101, s3 : sg)
2 (A101, 81 : s9) 5 (A101, s5 : sg)
3 (A102, 84 : s5) 6 (A102, s¢)

In this example, for carrier A, the highest priority is to insure
that flight A103 leaves on time. Thus, Carrier A would prefer
to receive slot sg, before several earlier slots, in order to insure
the ontime departure for flight A103.

IV. SLOT ALLOCATION PROCEDURE

Vakili and Ball [11] proposed a randomized allocation
procedure, PBPRA, that uses fair share and flight priorities as
exogenous input to allocate slots to flight operators. PBPRA
guarantees that each carrier receives between the ceiling and
floor of its fair share. However, in PBPRA, it was implicity
assumed that all slots had equal values. Specifically, when
measuring an allocation against a carrier’s fair share, they only
considered the total number of slots a carrier received. The
priority list allows carriers to express a preference among slots,
however, it does not allow a carrier to trade off the number
of slots received with which slots are received. For example,
carriers that would like to maintain on time performance
for key flights, may be willing to pay more than others for
particular slots. We wish to allow carriers to “pay more” for
earlier slots when they wish to do so.

Our objective here is somehow to distinguish between those
carriers who want to maintain on-time performance for certain
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flights and in return receive fewer slots and those carriers who
can tolerate more delay but would like to receive more slots.

Consider the example of carrier A who prefers to receive
priority for certain flights in exchange for receiving fewer
slots in total. The algorithm employs a parameter which is
the “value” of the higher priority slots distributed. Suppose
that value was set at 2 “slot units” and that carrier A’s fair
share is 5.5. Then carrier A could receive two “high-priority”
slots based on 2 (| %2]). The remainder of its fair share is
1.5, which can then be used to receive later slots. It is very
important to notice that only those carriers that can afford this
trade off (have a fair share > 2) are considered). If a small
carrier with a small fair share prefers to receive good slots and
it does not have enough budget to give up a second flight, it
can not be considered.

A. Slot Values

For illustration purposes, suppose we have two sets of
airlines. Let A; be the set of airlines that prefer less delay
and Ay the set of airlines that prefer to receive more slots.
In our allocation algorithm we initially give priority to the
airlines in A;. Therefore, they must pay more for each slot
they initially receive because of the priority. Let us assume
the price of each slot they receive is Py. Since airlines in A;
receive priority in the allocation process their exogenous fair
share must be greater than Pjy.

The FAA acts as an independent, fair moderator. The FAA
announces the value of priority slots. This value must be
greater than one. The process operates so that the total value of
slots given away equals the number of slots available. Since
the value of each slot for the airlines in set A; is Py, we
can compute the value of remaining slots. Thus, later (less
preferred) slots will have a value less than one. Suppose there
are m slots available, to compute the value of remaining slots,
we need to find the number of slots that are assigned to airlines
in Aq. Let us call this number m:

mi = (Y |FSa/Pul)/Pu

a€A;

“4)

Where F'S, is the fair share of carrier a. Then the value of
remaining slots can be computed as:

m — Py xmy

P, = ®)

m —my
As we can see the value of the remaining slots is less than

one. Note that higher Py values result in a smaller m;. We
will show the effect of varying Py in our simulation results.

B. Dual Price Proportional Random Allocation

Dual Price Proportional Random Assignment (DP-PRA) is
a new algorithm that considers the carriers’ tradeoff between
delay and rerouting (or cancellation). DP-PRA contains two
phases: First phase allocates slots to the flights in the set A;
and in the second phase all remaining slots are allocated from
the earliest available to the latest available. The second phase
can use the PBPRA [11].
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We define two policies: under Policy P; carriers prefer
to prioritize certain flights, i.e. receive fewer slots but less
delay; under Policy P, carriers wish to treat all flight equally
(and receive more slots). We use the notation P; >, P, when
carrier a prefers policy P; to policy Ps.

We formally define DP-PRA below:

DP-PRA:

Step 0a: Inputs: Set of flights F, set of carriers A,
set of available slots S, Carriers’ preference lists:
PListy, PListo, ..., PListi also Py and carriers set A, =
{aEA:Pl —a Po, FSaZPH}

Step Ob: Calculate the fair share of each airline F'S, based
on PRA

Step Oc: Calculate P;, based on 4 and 5

Step 1: PHASE 1 while A; # () Do:

Step 1la: Va € A;, Randomly choose an a* € A; in
proportion to F'Sg-«.

Step 1b: From PList,«, assign the best slot available to
the highest priority flight (fx, s%)

Step 1¢: F'S,« = FS,« — Py, PList,~ = PListys —
{f*}and S =S —{sx} and 41 = {a € A, : FS, >
Py}

end while

Step 2: PHASE 2

Step 2a: A={a€ A:FS, > 0}.

Step 2b: for all ¢ in A, F'S, = FS,/Py.

Step 2c:  Run PBPRA.

In the first phase of algorithm we consider just carriers
in A; who can afford a slot with value of Py. A carrier
will be chosen randomly based on its fair share, F'S,+. Then
from PList,~ we assign the best slot available to the highest
priority flight, f*. Assign f* to s* then remove f* from
PList,« and s* from S. We reduce the fair share of a* by
Pyy. We repeat this phase until A; becomes empty. Now, we
move to the second phase.

In the second phase of the algorithm all airlines with
positive fair share will be considered. The value of each slot
in the second phase is Pr. We make the value of each slot
one and increase the fair share of all airlines by 1/Py,. Then,
we execute PBPRA. A carrier will be chosen randomly in
proportion to its fair share. From PList, the highest priority
flight from carrier a will be chosen. Carrier a’s fair share will
be reduced by one.

We can show that DP-PRA satisfies some desirable proper-
ties:

1) The value of slots allocated to a carrier A; should
be close to F'S;. Let us consider the fair share as an
exogenous budget each carrier has. This property, which
is a version of “equal treatment of equals” is probably
the most fundamental to consider. It says that each flight
operator should get its fare share (within a tolerance).
The actual total slot value for a carrier after using the
procedure can be calculated based on wether slot value
is Py or Pr, and based on actual total number of slots
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received by that carrier. After applying DP-PRA, then
for any two carriers with equal fair share the difference
in actual total slot value for two carriers with the same
fair share will be less than an upper bound of 2P;,. To be
more precise, if two carriers with equal fair share belong
to the same set, then the difference in actual total slot
value for each carrier is less than Py,. And if two carriers
with equal fair share belong to two different sets, then
the difference in actual total slot value for each carrier
is less than 2Py,

2) Each flight operator should be motivated to submit a
“truthful” preference list. This is considered a funda-
mental property of allocation methods, more formally
known as strategy proofness. If the “dominant” strategy
for each flight operator is to submit a its true priority
list, then flight operators need not seek to “game the
system” and so the problem they face is relatively
straight forward. Further, the overall system will be more
stable in the sense that there should not be claim that
certain operators gained an unfair advantage. It can be
shown that DP-PRA is strategy-proof if in each step of
allocation procedure there are more than one carrier to
compete for a slot.

V. EXPERIMENTAL RESULTS

In our experiment, we use the same test data set as used in
[11]. This data set that had been employed by the CDM Future
Concepts Team to perform human-in-the-loop experiments
related to SEVEN. It contained 386 flights with 38 flight
operators. The data included scheduled arrival arrival times
at an FCA boundary. The FCA duration was from 18:00 pm
to 21:00 pm. As we explained in [11] a flight cost function
can be generated as:

0 z <15
(324 0.1P)(z — 15) 15 <2 < M,
(32 +0.1P)(M, — 15) x> M,

Where M), is flight specific max delay. Given the cost function,
we generated the priority list for each flight operator based on
all available flights that could use a slot; and the assumption is
that the flight operator preferred allocating the slot to the flight
with the highest marginal cost of delay. The flight operators are
randomly assigned to set A;, the ones who prefer to receive
better slots, or A — Ay, flight operators who prefer to receive
more slots.

We compared the results of DP-PRA against ration-by-
schedule (RBS), which is currently used to allocate FCA
access during airspace flow programs. In our experiment, we
considered 40%, 50%, 60%, 70% and 80% en-route capacity
reduction for the FCA. We performed 2000 repetitions of the
procedure since both procedures are random. In first part of all
of our experiment we set Py = 2. We will show later the effect
of changing Pp. For each capacity reduction, the number of
carriers that can participate in the first phase of algorithm is
different. It is clear that as capacity increases the fair share

C(z,P) =
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TABLE I
LIST OF AIRLINES THAT CAN PARTICIPATE IN THE FIRST PHASE AND THE
NUMBER OF SLOTS ARE ASSIGNED

% Capacity | List of Airlines Number of
reduction slots

40 {1,3,5,6,21,25,28,29,34} | 45

50 {1,5,6,21,25,28,29,34} 37

60 {1,5,6,21,25,29,34} 27

70 {1,5,6,21,25,29,34} 21

80 {1,21,29} 12

of each airline increases, consequently the number of airlines
that can participate will increase as well. Airlines 1, 3, 5, 6,
7,9, 17, 19, 20, 21, 25, 26, 28, 29, 30, 31, 34, 35 have the
second policy. Table I shows the airlines and number of flights
(or slots) that are assigned in the first phase for each capacity
reduction. Table II shows the percentage of cost savings for

TABLE 11
COMPARISON OF COST REDUCTION FOR DP-PRA AND MDP-PRA Vs.
RBS
% Capacity reduction | DP-PRA
40 18.19
50 15.72
60 11.69
70 9.71
80 6.78

DP-PRA compared to RBS.

The main advantage of DP-PRA compared to PBPRA is to
meet carriers’ preference better. Figure 1 shows the average
number of slots carriers in A; receives compare to previous
procedures for 60% capacity reduction.

DP-PRA

15 PBPRA

HDP-PRA
RBS

WPEPRA

Number Of Shots

| eairshare

mRBS

 Fairshare

Fig. 1. Comparison of number of slots received for airlines in A

A. Effect of Py

We have used Py = 2 in our experiments. Here we want to
investigate the effect of Py in overall performance of DP-
PRA. Choosing the right Py is a challenge for the FAA.
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There can be many different performance criteria; for example,
deviation from carriers’ fair share, total internal cost, how
many slots should be assigned in the first phase. Minimizing
the total internal cost is very hard for the FAA to measure
because each carrier’s cost information is private. Here we
explain the effect of Py on one performance criteria. In
our examples we consider 40% capacity reduction in enroute
resources.

The FAA can consider the deviation of total slot value
received from fair share as a one criteria. Figure 2 shows the
total define Minimum Square Error (MSE) of slot values from
carriers’ fair share. As can be seen, a minimum occurs at
Py =275 and Py = 3.5 for the procedure.

0.18
0.16 /—
0.14 /ﬁ\ l
£ 012 \ A j’
- V/\
=z .
2 008 & \ /\ /
w V ’-._‘
g o6
0.04 =—4=—DPPRA
0.02
a
1.25 15175 2 225 253 275 3 3.2% 35 373 4
Primary Slot Values
Fig. 2. Effect of primary slot values on MSE of slot values.

VI. CONCLUSIONS

In this paper a new procedure for slot allocation has been
proposed. Unlike PBPRA that implicitly assigns the same
value to all slots, under DP-PRA, we allow carriers to “pay
more” to receive high priority slots. The main goal is to ad-
dress carriers’ preferences better. Our experiments show that,
when using DP-PRA, carriers can better optimize their internal
cost functions. Our procedure meets certain fair allocation
principles, including equal treatment of equals and strategy
proofness. A related challenge is to set (exogenously) the
“price” for the high value slots. We have provided experiments
to lend insight into this decision.
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Abstract — This paper proposes a set of regression equations to
model the taxi-out and taxi-in times at airports. The estimated
results can be used to calculate the nominal taxi times,
which are essential measures for evaluating the taxiing
delays at airports. Given the outcomes of the regression
model, an iterative algorithm is developed to predict taxi
times with inputs such as gate out times, landing times,
and runway capacities. A case study at LGA shows that
the proposed algorithm demonstrates a higher accuracy in
comparison to other algorithms in existing literature.

Keywords-taxi time delay; nominal taxi times; predicting taxi-
out time; iterative algorithm.

. INTRODUCTION

The rise of urbanization has taken its toll on the airline
industry among many others. There has been consistent
increase in airline traffic from the time it began. Today there
are about 7000 flights in America’s skies during the peak
hours. This is despite a slump in air traffic recently due to the
global market meltdown. The air traffic has still been up when
compared to the periods before the recession. This rise in
airline traffic has seen major delays in the National Airspace
System (NAS). A large percentage of flight delay is due to
ground holding and ground transit, which includes taxiing
delay [1]. Taxi times are the times spent by an aircraft
between rolling from a gate to the end of a runway where it
takes off or from the entrance of taxiways to a gate after it
lands on a runway. Taxiing-in and out are major parts of
arrival and departure processes. Considering the distribution
of delays experienced by a flight, taxi out delay contributes to
26 percent of the total. According to BTS, 2007 has been a
year of the highest taxi times recorded that surpassed the
previous peak in the year 2000 [2]. The average block times
between busy city pairs in the U.S. increased accordingly, for
example, according to Air Transport Association (ATA), in
New York LaGuardia (LGA) — Ronald Reagan Washington
National (DCA) route segment, the average block time grew
by nine minutes from 1995 to 2005 [3]. Longer taxi times
have elevated the direct operating and maintenance costs as
well as negative environmental impacts in terms of amplified
noise and augmented air pollution on and around the airport.

To mitigate delay problems, the FAA implemented the
Collaborative Decision Making (CDM) approach in 1998. The
CDM in the US is intended towards improving air traffic flow
issues in the National Airspace System (NAS) through
exchange of information among the air traffic flow managers,
air traffic controllers, and airlines. In the US, the initial focus
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of the CDM was the Ground Delay Program Enhancements
(GDP-E) where the airlines share flight cancellation and
reordering information with the Air Traffic Control System
Command Center. The users of the NAS also use CDM tools
to share information on safety and efficiency among
themselves. The CDM concept applied to some EU airports is
known as Airport CDM (A-CDM) [4]. The focal point of A-
CDM is to bring together the major airport partners like air
traffic controllers, aircraft operator, ground handlers and share
data in a clear manner. This becomes significant to achieve a
common situational understanding consequently leading to
better decision-making processes.

Presently, the Next Generation Air Transportation System
(NextGen) is under way, the objective is to improve the NAS
to meet future demand, avoid congestion, and make the skies
safer. NextGen suggests using various technologies,
equipment, and procedures to enhance pilots’ control over
flight paths while the controllers on the ground focus more on
traffic flow management [5]. NextGen looks to implement
new tools that are being developed to help manage aircraft
flow at airports in order to mitigate taxiing delays, reduce
engine run times and consequent environmental impact. Such
new tools require a better understanding of the taxi times,
taxiing delays, and also call for a way to accurately predict
taxi times. Accurate prediction of departure taxi times are
essential and help airlines manage push back times, obtain and
pass on delay information to destination airports. Correct
prediction is a key component of the CDM operations and
leads to better gate management and reduced arrival and
departure delays. The Air Traffic Control (ATC) will benefit
as well via improved demand forecasts for airports and en-
route air sectors.

This study contains two parts. In the first part, a set of
linear models are established to model the taxi-in and taxi-out
times. Besides offering inputs for the predicting model in the
second part, the set of linear models can be used to calculate
the nominal taxi times, which are essential measures that can
be used to evaluate the taxiing delays at the airports. In the
second part, an iterative algorithm is proposed to predict the
taxi-in and taxi-out time with the outcomes from the
regression models and other inputs. In comparison to other
existing taxi time predicting model, the outcomes of the case
study with our model provide higher accuracy and reliability.

Il.  LITERATURE REVIEW

The existing model for estimating unimpeded taxi times
recorded in the Aviation System Performance Matrix (ASPM)
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database is developed by Kondo based on two linear
equations, one for taxi-in, the other for taxi-out, while
containing both taxi-in and taxi-out queue lengths [6]. Given
the actual flight information, such as, actual departure and
wheel-off times, Kondo sets up bins for each minute of a
single day and count how many departing aircraft ahead of
one flight at the queue entry time (gate out time). The number
of aircraft ahead is considered as the departure queue length
for that flight. Arrival queue length can be obtained in a
similar way but considering wheel-on and gate in times. For
each group, defined according to carrier and season, the taxi-
out time is then modeled as the linear combination of an
intercept, weighted taxi-out queue length, and weighted taxi-in
queue length, as well as the taxi-in time with a different set of
coefficients. Given the recorded data, the intercept and
weights (coefficients) can be regressed with Ordinary Least
Square method. Assuming the interested flight is the only
aircraft moving in the taxiway systems, the nominal taxi-out
times are calculated with the regression results and by setting
the departure queue length as 1 and arriving arrival queue
length as 0. Similarly, the nominal taxi-in time is obtained by
setting the number of arriving queue length to be 1 and
departing queue length to be 0 in the equation. This model
captured the major factor contributing to taxi times, the queue
lengths of arrival and departure flights. However, it did not
consider other factors such as runway configurations, weather
impact, and others.

Causal factors identified in Idris et al’s [1] paper include
runway configuration, airline/terminal location, departure
demand, departure queue size, weather, and downstream
restrictions. They stated that the runway configuration
determines the flow of aircraft at the airport, presents the level
of interaction between the flows, and restricts the capacity of
arrivals and departures. Idris et al also discussed weather and
downstream restrictions in view of the fact that adverse
weather greatly reduces the capacity of the airport. They
suggested another way of calculating the arrival and departure
queue length, accounting for the passing of aircraft, which is
shown in Fig. 1.

Fig. 1 shows four aircraft taxing-out from the gate and
taking off. The reference aircraft leaves the gate at a time t;
and takes-off at a time t, The taxi out duration of the reference
aircraft is t, - t;. There are three aircraft that have a gate out
time before t;. However, aircraft 1 takes off at a time after t,.
This aircraft has been passed by the reference aircraft and will
not be counted into the queue length of the reference aircraft.
In other words, the departure queue of an aircraft is defined as
the number of flights that have a takeoff time during its taxi-
out and the arrival queue is defined as the number of flights
that have a gate in time falling into its taxi-in duration.

Table | shows an illustrated example of the difference in
the calculation of queue lengths from the previous two papers.
According to the definition by the FAA Aviation Policy and
Plans Office (APO) model the departure queue for NWA at
7:10 am is seven, which is the number of aircraft on the airport
surface at its gate out time. The departure queue for that flight
is five according to Idris et al.’s definition because it has
passed the two flights DAL and FLG that had a gate out time
of 7:08 am but took off later than the NWA flight.
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Reference Aircralt

Gate out time

Wheel-offl lime

Figure 1. Queue Length Calculation

TABLE I. ILLUSTRATION OF DIFFERENT QUEUE LENGTH CALCULATION
Carrier | Gate-out Wheels-off D?}%(ggg)u € Dega?iusue
USA 6:57:00 7:13:00
NKS 7:00:00 7:15:00
NWA 7:00:00 7:18:00
UAL 7:02:00 7:19:00
UAL 7:04:00 7:22:00
DAL 7:08:00 7:29:00
FLG 7:08:00 7:26:00
NWA 7:10:00 7:24:00 7 5
AAL 7:14:00 7:27:00

The queuing model proposed by Idris et al for taxi out
estimation assumed takeoff queue to be the primary factor
affecting the taxi out time of an aircraft. They set up different
combinations of carriers and runway configurations as subsets.
The data of the case study that they presented in the paper
contained a total of 56 subsets. The downstream restrictions
were not considered as separate variables but were assumed to
be a part of the departure queue. Idris et al stated that, aircraft
that experienced long taxi out times due to passing and
restrictions would have long take off queues. For all the
subsets, a probability distribution function (PDF) is developed
that gives the probability of a queue forming depending on the
number of aircraft present on the airport surface at that
particular time. An average taxi out time is calculated over all
possible queue sizes and then a second-order equation is fitted
to these values. Their model was compared to the running
average model that is used in the ETMS and showed a reduced
mean absolute error. The model predicted 66% of taxi out
times within 5 minutes of actual time and is applicable when
the number of aircraft present on the airport surface is known.
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The Enhanced Traffic Management System (ETMS)
model [7] estimates the taxi-out time using the running
averages of the last two weeks. The limitation of this model is
it does not take into consideration the important factors
affecting the taxi-out time of an aircraft such as runway
configuration. Shumsky [8] proposed two linear models to
predict the taxi-out time of an aircraft. One was a static model
and the other was a dynamic one. The static model uses the
variables such as carrier, runway configuration, weather and a
measure of airport congestion. To explain airport congestion
Shumsky projected two different measurements, the number
of pushbacks in a given time period around the pushback of
the aircraft, and the number of departing aircrafts present on
the runway at the pushback time. The results of this study
showed that estimations using the queue size were better than
using the number of aircrafts on the runway as a measurement
for airport congestion. Shumsky also claimed that the static
model was as good as the dynamic model for short time
horizon, such as, 15-minute period. Nevertheless, for longer
time horizon the static model yields superior results.

I1l.  PROPOSED REGRESSION MODEL

This study proposes a set of linear equations to model the
taxi-in and taxi-out times. Explanatory variables include arrival
and departure queue lengths, runway configuration, arrival and
departure runways, and dummy variables indicating time of
day and Expect Departure Clearance Time (EDCT) that reflects
air traffic flow management activities. Arrival and departure
queue lengths and runway configuration have been discussed
extensively in the literature review and were widely accepted
as major causal factors of taxi-in and taxi-out delay. The
information of arrival and departure runways in use are also
important because it gives the distance from gates to the end of
the runway and the distance from runway exits to gates. Peak
and non-peak hours in the day could cause contrasting
performance of taxi-in and taxi-out delay due to different gate
constraints. In addition, flights experiencing EDCT could
perform different from others. Dummy variables are set up for
the time of the day and EDCT to account for these effects.
Considering the physical interaction between aircraft in the
taxiway systems, quadratic terms of the queue lengths are
introduced in this regression model. Similar as the APO model,
flights are grouped according to carriers and seasons and the
flights with taxi times in the upper 25 percent are filtered from
the data set as outliers. The case study of this model with 2007
data at LGA shows a higher R square value when compared to
other existing models.

A. Explaination of Variables

o Departure and arrival queues: These are calculated
following the method proposed in Idris et al’s paper,
which has been described in detail in the literature
review.

e Expected departure clearance times (EDCT):The
traffic management personnel assesses the imbalance
of air traffic demand and the capacity of one airport
and come up with a plan of holding flights at their
origin airports by assigning them expected departure
clearance times. Once the EDCT time is allotted the
flights have around 15 minutes to depart, otherwise,
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they will be assigned a new EDCT time which means
more schedule delays. Dummy variable is set to be 1
if one flight experienced EDCT or 0 if it did not.

e Time of the day: Peak and non-peak hours have
different gate constraints, which per se affect taxi
times. After scrutinizing the scheduling, we divide a
day at a specific airport into various time windows.
For instance, at LGA, we define the different time of
the day into four windows, from 6:00am to 9:00am,
from 9:00am to 2:00pm, from 2:00pm to 9:00pm, and
after 9:00pm. For each time window, dummy variable
is set to be 1 if one flight falls into that window or O if
it did not

e Runway configuration: For each  runway
configuration, the dummy variable is set to be 1 if the
configuration was operated while one flight taxiing-in
or taxiing-out or 0O if it was not.

e Arrival and departure runways in use: Arrival and
departure runways in use define the distances from
gates to the end of runway(s) and the distances from
runway exist(s) to the gates. Nevertheless, this
information is hard to obtain. In ASPM data that we
used to conduct the case study, there are no arrival and
departure runways in use recorded. Fortunately, we
can find some airports, LGA as one of them, which
has only one arrival runway and only one departure
runway. Thus, given the runway configuration, it is
easy to know the arrival and departure runways in use.
For modeling other airports with more complex
runway configuration, additional database, such as
Performance Data Analysis and Reporting System
(PDARS), need to be used for obtaining such
information.

B. Case Study and Data Sources

Airports with longest taxi-out times are typically those
with higher volume of air traffic. These airports are mostly
either hub airports or focus cities for airlines. According to
BTS, for 2007, the top three in the list of airports with longest
ground times waiting for takeoff in 2007 were from the New
York area and LGA was ranked at number three with average
taxi-out times of 29 minutes. As we have described in the
Section I1I-A, not only the runway configuration but also the
information of specific runways that flights are assigned to
will affect the taxi times. Among the three New York airports,
LGA is an ideal airport for our case study because it has only
two cross runways, one for arrival and one for departure. The
data for the case study was downloaded from aviation system
performance metric (ASPM complete).

C. Regression Results and Comparision

With the same data, we conducted the regressions of our
proposed model and the existing model used to calculate the
nominal taxi times recorded in ASPM database. The
comparison of the performance of the two models is shown in
table I1. The proposed model has an average R? value of 0.758
for taxi-out estimation across all groups while the average R?
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value of the other model is 0.429. In addition, the standard
error of the R?values for the proposed model is smaller.

TABLE Il. A STATISTICAL COMPARISON BETWEEN THE ALTERNATE AND
THE EXISTING MODELS
R-square Statistics Alternate Existing
model model

Mean 0.758 0.429
Standard Error 0.004 0.008
Median 0.753 0.434
Mode 0.738 0.455
Standard Deviation 0.044 0.084
Sample Variance 0.002 0.007
Kurtosis 0.814 -0.120
Skewness 0.627 -0.303

IV. PREDICTING TAXI TIMES

A. Iterative Algorithm

Given the regression results and other inputs from flight
scheduling, we propose an iterative algorithm to predict the
taxi out times. The basic idea is to revise arrival and departure
queue lengths and update the taxi-out times of the flights in
each iteration until the difference between two iterations
becomes less than the convergence parameter set up at the
Zfa(tl.(nﬂ)_tl.(n))

Fq
(+D_p ()

Z’“’(%F—dto) < ¢ for departures flights.

The pseudo code of the algorithm is as below in fig. 2.
Initially the arrival and departure queue lengths are set as zero.
The iteration count variable n is set as one and convergence
parameter is defined as 0.005. Given the estimated coefficients
and other input variables, the taxi-in time and taxi-out times
can be calculated. Given gate out times and arrival times, we
can calculate departure times for departure flights and gate in
times for arrival flights. Assuming there are no gate
constraints holding arrival flights from getting a gate, we only
check the extra taxi-out times that could cause by departure
capacity. The 15-minute airport departure rate (ADR) is used
as departure capacity of the airport. With the previous
calculation, we can check if the 15-minute ADR is exceeded
or not. If exceeded, affected flights are postponed to next 15-
minute time window. The same procedure is repeated until no
demand exceeds supply in all 15-minute time windows in the
day. Assuming there is no over passing, we can calculate the
arrival or departure queue lengths and then the taxi-in or taxi-
out time for each flight. Compare the two sets of taxi-in and
taxi-out times mentioned so far, if the differences are smaller
than the convergence parameter, the iterative algorithm stops,
otherwise, the iteration counts increase one unit and the
iteration continues from calculating the departure times for
departure flights and gate in times for arrival flights.

beginning, i.e. < ¢ for arrival flights and,
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1 Initialization queue length: %" <~ Oandx” ¢ 0, iteration countn <1, convergence perameter
£=0.005

2. Given estimated coefficients from regression model, caleulatesand £

3.Given gate out time g _and amval tmea,, calculatedeparture tme 4 o) - g +£" andgate n time
g =a 4

4.Check15 - minute total departures. If the capacity (ADR) is exceeded, affected  flights aremoved to
thenext time window.

Stops whenall ADR constraints are satisfied.
()

o

5. Calculate departureand arrival queuelengths & end x™, assuming no overpassing

6.Given estimated coefficients from regression model, caleulate"" and £

7. Conwergence test :If p (tf”'l) ¥ )/ F <gand I (t;”m - )/ F, <g,stop, elsen «-n+landgo
a 1

tostep 3
Figure 2. Pseudo Code of the Alternative Algorithm

B. Case Study and Performance of the Algorithm

We picked one day in 2007, July 13", at LGA to test the
performance of the algorithm. More experiments should be
conducted later to get a more general idea about the
performance. It shows that the model is able to predict 74% of
taxi-out times within five minutes of the actual times. With a
different date set, the model proposed by Idris et al predicted
66% of taxi-out times within five minutes of actual times.
Table 111 lists the descriptive statistics when comparing the
predicted taxi-out times (CALTO) and actual taxi-out
(ACTTO) times recorded in ASPM data. Fig. 3 demonstrates
the comparison of average taxi-out times for different hours of
the day. It is observed that in the evening, there are larger
discrepancies between predicted taxi-out times and actual taxi-
out times. It could be caused by the gate constraints that we
have ignored in our iterative algorithm or other factors. To
predict taxi times more accurately, it is worth of more
investigation by looking into surface movement data,
observing the real-time operations at airports, and evaluating
the impact of gate constraints on arrival queues.

TABLE IIl. A COMPARISON BETWEEN PREDICTED AND ACTUAL TAXI-
OuT TIMES
Statistics ACTTO CALTO

Mean 18.55 18.95
Standard Error 0.23 0.22
Median 18.00 18.38
Mode 12.00 19.32
Standard Deviation 5.48 5.25
Sample Variance 29.98 27.56
Kurtosis 0.00 0.72
Skewness 0.63 0.47
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Figure 3. A comparison between Actual and Calculated Taxi times during
different hours of the day.

V.

This paper proposed a set of regression equations to model
the taxi times at airports by considering the queuing effect,
runway configuration and runways in use, EDCT effect, time
of day and others. The comparison of the proposed model and
the model used to calculate the nominal times recorded in
ASPM database show that with the expansion of independent
variables, the proposed model explains double of the variation
of the taxi times. The paper then presented an iterative
algorithm for predicting taxi times. The inputs for the

CONCLUSION
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algorithm include the estimated coefficients from
aforementioned regression model, flight gate out times or
arrival times. ADR is taken as the airport departure capacity.
Procedures are taken to ensure the departure capacity is not
exceeded in each iteration. The algorithm is tested with the
data of one day’s operations in 2007 at LGA. The predicted
results are compared with the actual taxi out times recorded in
ASPM. Overall, 74% of predicted value falls into the range
within five minutes of the actual times. This is higher than the
66% claimed by one of the existing model, although with data
from a different airport.
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Abstract— In the present paper a discrete event model for
Conflict Detection and Conflict Resolution algorithm in a TMA
4D trajectory scenario in presented which focuses mainly on the
arrival phase. This arises from the overcrowding of airspace near
large airports and the need to more efficiently land and take off
larger numbers of aircraft. Some attempts to alleviate airspace
congestion such as the reduced vertical separation minima,
negotiation of voluntary reductions in scheduled service, and the
construction of additional runways at major airports, have been
done, however, there is still a pending matter to be solved
regarding how to improve available airspace capacity avoiding
non efficient procedures such as the use of holding trajectories. A
deep knowledge about all the events that take place in the
management of 4DT and their interactions in a TMA is essential
to remove non-effective operations, to avoid delay propagation
between arrivals and optimize the occupancy of the runway. The
causal model developed considers different alternative pre-
defined turning points for each flight evaluating path
shortening/path stretching of all trajectories upwards the
merging point in a TMA.

Keywords-component; ATM, trajectories, DSS, CPNs, Conflict
Detection, Conflict Resolution.

l. INTRODUCTION

Concerns for airspace exert a growing influence on ATM,
especially around airports where airspace congestion is
becoming a serious problem at many major airports and will
become a more severe constraint, especially at the international
hub airports serving major European cities and tourist
destinations where their ATM-related operations have not yet
been fully integrated into the overall ATM organization [5,7].

In the approach phase at the conventional operating methods
the Air Traffic Control (ATC) further vector the aircraft to
fine tune the sequence and integrate traffic flows from
different Initial Approach Fixes (IAFs) to the runway axis
avoiding unnecessary gaps at the runway threshold. Flexibility
is without doubt one of the main characteristics of this method
but unfortunately as a consequence of the strategy followed by
controllers for managing arrivals in approach (with the
objective of giving themselves more time and margins to make
the implementation and fine tuning of the sequence easier) in
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high traffic load conditions, often results in high workload both
for flight crews and controllers. As a consequence it is evident
a difficulty to optimise vertical profiles and to contain the
dispersion of trajectories. Numerous actions are required to
deviate aircraft from their most direct route for path stretching
and later put them back towards a waypoint (e.g. IAF) or the
runway axis for integration. [2,8].

With the use of the Flight Management System
(FMS)/autopilot-coupled, aircraft are able to fly Required
Navigation Performance (RNP) achieving, accurately their
desired horizontal paths and flying efficient Continuous
Descent Approaches (CDA) from cruise altitudes to
touchdown. ATC constraints and ad hoc vectoring in the
airspace surrounding the airports limit the ability of these
aircraft to effectively use their onboard avionics due to a lack
of appropriate traffic planning [9].

An efficient landing sequence will contribute to
maintaining the throughput as close as possible to the available
runway capacity, ensuring optimisation of the airport
manoeuvring area traffic flows and the minimisation of ground
and airborne delay while conforming to the separation
requirements and will also enable the more widespread use of
CDAs [6]. Without an automation planning and decision
support tool, it is difficult to accurately predict arrival
schedules that are essential for realizing end to-end benefits of
RNP for the users flying optimum paths, and for the service
providers to manage traffic with varying capabilities with
minimum air/ground communications [9].

An innovative technique to tackle the airspace congestion
has been developed by the EUROCONTROL Experimental
Centre called Point Merge [2]. The Point Merge (PM)
technique aims at optimising the use of available airspace in
terms of capacity, environmental aspects, and where possible in
terms of track distance flown [6]. Point Merge is a structured
technique for merging arrival flows derived from an earlier
study on airborne spacing sequencing and merging. It is based
on a specific route structure (denoted Point Merge System) that
is made of a point (the merge point) with pre-defined legs (the
sequencing legs) equidistant from this point for path
stretching/shortening [10].
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In response to the need for an alternative model to build up
an efficient landing sequence and conflict free, simulation
models could help to analyze the operational efficiency of the
current ATC procedure together with airport operations and
propose new procedures to optimize the use of available
airspace in terms of capacity, environmental aspects, and where
possible in terms of track by a proper integration of flows in
busy traffic periods [4].

The ATLANTIDA project is a research effort in the air
traffic management domain leaded by BR&TE together with
key research companies and spanish universities, with the aim
of providing a significant contribution to the attainment of the
common European goals set by the SESAR program and
beyond. Universitat Autonoma de Barcelona (UAB) has been
collaborating with Boeing Research & Technology Europe,
ATOS-Origin and INDRA in the development of a causal
model to improve CD/CR algorithms performance.

The conflict resolution consists in avoidance maneuvers
applied by the concerned aircraft. These maneuvers can be
heading angle changes (i.e. horizontal deviation), velocity
changes, or vertical maneuvers, such as flight level changes for
stable aircraft. In a landing sequence, each aircraft concerned
computes a conflict-free trajectory for itself An aircraft is
considered in conflict if there exists an instant when the
vertical separation and the horizontal separation minima is lost
[12].

A simulation model that could cope with the TMA
airspace capacity should integrate and manage different
sources of information to analyze the perturbations that affect
the different arrival flows and design mitigation mechanism to
avoid the propagation of those perturbations on the runway
throughput. Thus, the model should consider data such as:

e Number of aircrafts in the TMA arrival flows.

e Expected trajectories profile: waypoint pass time,
speed, weight.

e Maintaining expected minimum separation standard
(MSS);

e Current state of aircraft (level flight; altitude; speed;
passing time);

e Geometry information: merging points, entry points,
CDA profile for the different aircrafts.

This paper proposes a discrete event model in Coloured Petri
Nets (CPNs) for merging arrival flows in an optimal and
conflict free sequence of landing aircraft that deals with
similar ideas as the Point Merge (Eurocontrol). One of the
most important similarities between both approaches is the use
of a pre-defined route structure: Terminal Control Area (or
Terminal Manoeuvring Area) (TMA) trajectories are
characterized by one IAF and a sequence of waypoints some
of which are used as merging points with other arrival
trajectories. In order to preserve safety distances at merging
points speed adjustments must be properly evaluated which
are implemented by means of a path stretching/shortening
technique. Thus, CPN model compute the exact turning points,
(see Fig. 1) according to the type of aircraft
(heavy/medium/light), the entry time at the IAF, the expected
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speed and the safety distance that should be preserved at the
merging point.
L

"~ Entry
point 1

L—‘—\“*—ﬁ\

Merging Turning poimnt

point
Pl

Entry
point 2

%
>e

Figure 1. Example of new trajectory with turning point.

In section Il the problem scenario is presented and an
overview of the conflict detection and resolution algorithm
proposed is explained. Section 111 summarizes the main aspects
behind Coloured Petri Nets (CPNs) algorithm. Section IV
provides the model description proposed and finally a summary
and conclusions are presented in section V.

Il.  PROBLEM SCENARIO

In the proposed Air Traffic Management System
architecture, each aircraft follows a nominal path from source
airport to destination airport described by a sequence of
waypoints which are fixed points in the airspace. Furthermore,
each fixed point has attached a time stamp which represents the
expected aircraft pass time through the waypoint (Four
dimension trajectories, 4DT’s). This pre-defined route structure
will be call route. The proposed algorithms are based in a given
a sequence of aircraft entering by three different IAFs, flying
by its corresponding three routes and a single landing runway..
This routes must join into one route as shown in Fig. 2, by
merging in two different merging points.

In the present model, the Gran Canaria TMA is used to test
the CPN model (see Fig. 2). There are three different
approaching routes from Europe (IAF 1-Rwy, IAF 2-Rwy and
IAF 3-Rwy); two different intersection waypoints called
Merging point 1(Fayta) and merging point 2(Cannis). If the
approaching is done by IAF 2 (Rusik) or 3 (Nwpt) then the
Merging point 1 is the first waypoint where these two routes
fuse into one. If the approach is done by IAF 1(Terto) then the
merging point is Merging point 2; in here the three routes (two
previously fused), fused again (see Fig. 2).

Conflict detection (CD) is addressed in the proposed model
in the following way: The time stamp of the leading and the
following aircraft are compared when passing into a merging
point to verify if safety distance (sd) is preserved.

As soon as the aircraft arrives at its corresponding IAF, a
certain control action is evaluated to guarantee that the aircraft
will arrive at the merging point, exactly at a safety distance (in
time)of its heading aircraft. The safety distance in the merging
point is evaluated independently of the route of each aircraft
but taking into account the characteristics of each aircraft
(weight). It is important to note that the new expected arrival
time is computed at the arrival of the aircraft at the TMA, thus,
control actions can be taken at the TMA entry point for each
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particular aircraft according to the delay to be generated or
absorbed.

Merging pount 2

Rwy

Figure 2. Three trajectories with two merging points.

The predictive model computes and detect Medium Term
Conflicts each time there is a new TMA arrival at any entry
point, just by evaluating the passing time at the merging points
and checking if the time between two consecutive aircrafts is
smaller than the minimum separation standard (MSS) given in
Table I.

TABLE I. MINIMUM SEPARATION STANDARDS (MSS). MINIMUM TIME
BETWEEN SUCCESSIVE ARRIVALS AND DEPARTURES
Leading Following aircraft
aircraft
Heavy Medium Light
96 [60 120 [90 144 (120
Heavy
72 |60 |72 |60 96 |90
Medium
72 |60 |72 |60 72 |60
Light

Control actions that are implemented into the DES model to
avoid a conflict (called conflict resolution: CR) are divided in
three general aspects.

A. Evaluate an alternative trajectory (also called
change of vector).

B. To speed up the aircraft.

C. To decrease the speed of the aircraft.

All control actions are performed by the following aircraft
in a look ahead perspective and all are explained bellow. Fig. 3
summarizes the different control mitigation actions
implemented as events that can be fired according to time
stamp information in the merging points.
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Figure 3. Control actions.

A. Path shortening/Path stretching control action

The objective of the change of vector is to stretch distance
to be flown from the TMA to the merging point so an aircraft
can arrive at the expected time maintaining its speed profile.
Therefore, the delay required is absorbed by the alternative
trajectory proposed.

In these algorithms the first approach to solve conflicts
starts by modifying the trajectory to be flown. If the difference
between the passing time of the leading and the following
aircraft is less than the MSS (a conflict is detected) then the
following aircraft change its original to modify the passing
time to a later time so conflict is avoided.

The delay (in time) needed to arrive on time at the merging
point is calculated by comparing desired arrival time at the
merging point minus the expected arrival time at the same
merging point. This delay obtained is used to calculate the new
distance to be flown (see Fig. 4).

IAF
—

Alternative
trajectory

Turning point

Merging point

Figure 4. Alternatives trajectories.

To generate the alternative trajectory the new distance to be
flown is applied straightforward to a predefined conflict
resolution route as shown in Fig. 4. Thus, according to the
delay that should be applied to satisfy the desired arrival time
at the merging point, and preserving at the same time the speed
profile, the aircraft turns 45° until a certain turning point in
which the aircraft is redirected (could be parallel to the original
route) towards the merging point. The geometry of the
alternative trajectory can be triangle or trapezium shaped (see
Fig.4).

B. Speed up control action

The objective of the speed up of the following aircraft is to
reduce time to be flown from the TMA entry point to the
merging point so and aircraft can avoid runway idleness or
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future conflicts but ensure a safety distance based on the MSS.
By considering that distances between IAFs and the merging
points are known variables, the nominal speed profile can be
computed straightforward just using the desired time arrival at
the merging point.

The following aircraft is speed up until the MSS (according
to Table 1) is reached or as close to this one as possible (called
best separations distance). Then, the best separation distance is
the minimum possible distance between the leading and the
following aircraft that depends on medium speed (not
exceeding a maximum or minimum speed of each aircraft) and
the initial time in the TMA that guarantees there is no conflict
between them.

C. Decrease speed control action

The objective of decreasing speed of the following aircraft
is to augment time to be flown from the TMA to the merging
point. This alternative will be used only when the delay
obtained through the stretching technique can not solve the
conflict detected at the merging point, and an extra delay is
required.

IIl.  COLOURED PETRI NET OPTIMIZATION APPROACH

Coloured Petri Nets (CPN) have proved to be successful
tools for modelling complex systems due to several advantages
such as the conciseness of embodying both the static structure
and the dynamics, the availability of the mathematical analysis
techniques, and its graphical nature.

The main CPN components that fulfill the modelling
requirements are:

e Places: They are very useful to specify both queues
and logical conditions. Graphically represented by
circles.

e Transitions: They represent the events of the system.
Graphically represented by rectangles.

e Input Arc Expressions and Guards: Are used to
indicate which type of tokens can be used to fire a
transition.

e Output Arc Expressions: Are used to indicate the
system state change that appears as a result of firing a
transition.

e Colour Sets: Determines the types, operations and
functions that can be used by the elements of the CPN
model. Token colours can be seen as entity attributes
of commercial simulation software packages

e State Vector: The smallest information needed to
predict the events that can appear. The state vector
represents the number of tokens in each place, and the
colours of each token.

The Colour sets will allow the modeller to specify the entity
attributes. The output arc expressions will allow specifying
which actions should be coded in the event routines associated
with each event (transition). The input arc expressions will
allow specifying the event pre-conditions. The state vector will
allow the modeller to understand why an event can appears,
and consequently to introduce new pre-conditions (or remove
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them) in the model, or change some variable or attribute values
in the event routines to disable active events.

i @
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Figure 5. First 2 levels of a coverability tree.

From the OR point of view, the CPN model can provide
with the following mathematical structures:

e Variables: A variable can be identified for each colour
specified in every place node.

e Domains: The domains of the variables can be easily
determined by enumerating all the tokens specified in
the initial state.

e Constraints: Can be obtained by straightforward from
the arc and guard expressions. Arc expressions can
contain  constant values, colour variables or
mathematical expressions.

From the Al point of view, the coverability tree of a CPN
model allows to determine:

e All the events that could appear according to a
particular system state (Fig. 5).

e All the events that can set off the firing of a particular
event.

e All the system states (markings) that can be reached
starting from a certain initial system operating
conditions MO.

e The transition sequence to be fired to drive the system
from a certain initial state to a desired end-state.

IV. MODEL DESCRIPTION

The medium term CD&CR model proposed has been
specified in the Coloured Petri Net (CPN) formalism. The
discrete event approach has been specified using seven colours,
five places and nine transitions. This model can be integrated
with the AMAN/DMAN CPN model [6] to optimize a shared
mode runway in which the best landing sequence can also be
computed.

As shown in Fig. 3, three different control actions attached
to each merging point could be fired. These events are
represented by different transitions in the CPN model.

e The event “Change trajectory” takes place when a
conflict between two aircraft is detected in a merging
point. Taking into account the scenario presented in
Fig. 2, three transitions derivates from this event:
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Change trajectory from IAF 1 to merging point 2,
change trajectory from IAF 2 to merging point 2 and
finally change trajectory from IAF 3 to merging point
2.

e The event “Change trajectory + decrease speed” takes
place when a conflict between two aircraft is detected
in a merging point and can not be solved only by a
changing vector procedure. Therefore, taking into
account the scenario presented in Fig.2, three
transitions derivates from this event: reduce speed
from IAF 1 to merging point 2, reduce speed from IAF
2 to merging point 2 and finally reduce speed from I1AF
3 to merging point 2.

e The event “Speed up” takes place when the separation
distance between the leading and the following aircraft
is greater than the MSS. In order to acquire a reduction
of time from the TMA entry point to the merging point
the following aircraft is accelerated until an optimal or
best separations distance (in time) is reached. Another
transition is used to compute the speed profile along
the new trajectory so no extra speed changes will be
required.

A. Net specification & description

Table Il summarizes the colours used to describe all the
information required in the places to define the aircraft
trajectory in 4D.

Place specifications are shown in Table Il and detailed as
follows: In the CPN representation, “Segments” place node has
information regarding each aircraft trajectory sucha as: Colour
aid corresponds to the aircraft identification in a trajectory; the
first idp colour corresponds to the waypoint identification of
the beginning of the trajectory (entry point in the TMA) while
the second idp keeps the information regarding to the passing
waypoint identification; colour t and vel carry on its
corresponding current time and speed. The third idp colour
corresponds to the next waypoint identification of the trajectory
while second colour t has information about IAFs entry time.
Finally the t and de colour corresponds to IAFs entry time and
distance in the TMA, respectively.

TABLE II. COLOUR SPECIFICATION
Colour Meaning
aid Aircraft identification
idp Waypoint identification
t Time
vel Average speed
de Distance between two waypoints
o Control variables
wp Waypoint information
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TABLE III. PLACE SPECIFICATION
Place Colour Definition
Segments S aid*wp*wp*t*v*wp*t*de
G G c.ce
Solution R aid,wp,v,de
Pair P aid, aid,t,wp,wp

Place “G” considers only three colours as shown in Table
I11. The first colour (ie. d10) takes a value 0 only when the pair
of consecutive aircrafts has not previously evaluated or they
have been forced to change the speed in order to avoid
conflicts. The same colour takes value 2 when the pair of
aircrafts has to be evaluated in merging point 1 after a vector
change (path stretching) has been proposed. Finally, colour d10
takes value 3 when the pair of aircrafts has to be evaluated in
merging point 2 after a speed-up control action has been
applied. Colour ¢3 and c4 are control variables that indicate the
number of the following aircraft to be evaluated in Fayta and
Canis, respectively. Therefore if the transition concerns to
Fayta, colour c3 will be incremented in one unit to update the
next pair to be evaluated in this waypoint.

Place “Solutions” store the information regarding to the
aircraft successfully solved. This node contains the aircraft
identification, its corresponding passing time, medium speed
and distance to be flown.

Place “Pair” contains the information that links the leading
and the following aircraft (‘x1’ and ‘y1’, respectively) with the
next passing time (x11) of aircraft ‘y’ and a control variable
(c3 or c4) that indicates the following aircraft to be evaluated in
Fayta or Canis. After firing this transition the information is
properly updated in all place nodes since the vector change has
been completed.

V. EVENT SPECIFICATION EXAMPLE

Fig. 6 illustrates an event (represents an aircraft that will be
speed up) that formalize the CD&CR model for merging point
1.

Figure 6. Example of the CPN for the CD&CR algorithm.

The CPN shows five nodes; the node “Segments” asks as
initial conditions for a pair of aircraft (x1 & y1) that comes
from their corresponding passing waypoint identification (x9,
y9 & 79) and they are evaluated when passing in merging point
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1 (x2=y2=4) and with passing time, speed profile, next
waypoint identification, I1AFs entry time and distance from
IAFs (x3,x4,x5x12,d1 & y3,y4,y5y12,d2 & z3,24,25,212,d3
respectively).

As initial conditions, node “Pair” asks for the same pair of
aircraft that node “Segments” (x1 & y1), with a next passing
time (x11), c4 as a control variable to indicate the following
aircraft, and finally c3=4 indicating they are evaluated when
passing in merging point 1).

Information supported in node “G” is used when colour d10
takes value 0 since the following aircraft has not been
previously evaluated, and ¢3,c4 are linked to node “pair”.

When all initial conditions are properly specified in each
place node, then node “Solutions” stores only information
regarding the leading aircraft (note that this aircraft will not
have conflict with any other aircraft). Node “G” will increase
colour value ¢4 in one unit to specify that the next aircraft has
changed and should be evaluated; and if the following aircraft
comes from IAF 2 or 3, d10=3 in order to be re-evaluated in
merging point to solve any possible conflict in this passing
waypoint.

Finally place “Segments” will return information about the
following aircraft with its corresponding new passing time in
merging point 1, new speed profile , and/or new distance to be
flown, if required.

VI. CASE STUDY

Arriving flow to the Gran Canaria TMA landing at Gran
Canaria airport at a busy traffic period use to be between 20 to
30 aircraft in one hour. To test the performance of the proposed
CD/CR CPN model, a synthetic traffic workload of 35 arrival
aircrafts has been designed. The arrival traffic sequence is
assumed to have been determined upstream in the extended
TMA by an arrival manager (AMAN). Therefore sequencing
is implicitly defined in the traffic preparation input file.

Aircraft arrivals through the same entry point are conflict-
free between them; however the merging of these arrivals
generate conflicts at the merging point areas.

Table IV illustrates the 4DT specification of the first three
aircraft arriving to Gran Canaria TMA. As it can be noted, 2
aircraft arrive through Rusik entry point and one aircraft arrives
through Terto entry point. The aircrafts arriving through Rusik
are conflict free between them, but there is a conflict in Cannis
merging point.

TABLE IV. TWO TRAJECTORIES EXAMPLE
No | TMA | TMA | WPT | WPT | WPT | WPT WPT
entry | IAF | merging | time | TAS | merging | time (s)
time (s) point 1 (s) (m/s) | pointl
1 260 2 3 972 224 |4 1202
2 50 1 3 233 |4 1237
3 470 2 3 1154 233 |4 1375

According to this information in Table IV, the initial
marking for places has the format shown in Table V.
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TABLE V. INITIAL MARKING FOR TWO TRAJECTORIES EXAMPLE
Place Initial marking
Segments  [1°(1,1,3,972,224,260,0)+17(1,1,4,1202,224,260,0)+
1°(2,6,3,0,233,50,0)++1°(2,6,4,1237,233,50,0)++
1°(3,1,4,1375,233,5,470,0)+ 1°(3,1,3,1154,233,4,470,0)
Pairs
1°(0,1,1237,1,4)++1°(1,2,1375,2,4)++1°(2,3,1456,3,4)
G
1°(0,1,1)
Solution
empty

For these three trajectories a feasible conflict free solution
is reached (Table VI). It can be noticed that the aircraft number
1 has been accelerated (to 290m/s) and has new waypoint
passing time in merging point 1 of 810s instead of 972s and in
merging point 2 the passing time has changed from 1202s to
988s, as a result aircraft 3 has also a new waypoint passing
time of 1043 instead of 1154 in merging point 1, and its
corresponding speed has also been changed to 278m/s.

TABLE VI. SOLUTION FOR TWO TRAJECTORIES EXAMPLE
No | TMA | TMA | WPT | WPT | WPT | WPT WPT
entry | IAF | merging | time | TAS | merging | time (s)
time (s) point 1 (s) (m/s) | pointl
1 260 2 3 810 290 4 988
2 50 1 3 290 4 1108
3 470 2 3 1043 |278 4 1228

The entirely model has been tested with 35 aircraft and the
results are shown in Table VII (see the Appendix A).
Information about aircraft are black colored while the results
are in red color to be identified easily.

At the right hand side of figure 7, a trombone area
representing the PM approach with two entry points is
represented, while at the left hand side of the same figure the
fixed re-routes of the new approach are also represented for the
same TMA configuration. Thus, with the proposed method,
each entry point has associated a fixed re-route which is
computed by a turn of 45° from the arrival route at the IAF.

One of the main differences between both methodologies is
the geometrical configuration of the model proposed. Figure 1
shows a difference in terms of the use of path shortening or
path stretching technique.

Furthermore, the proposed model has been tested using
three different 1AFs and two merging points, providing
excellent results for a traffic peak. In fact the causal CPN
model could be extended to different number of IAF and
merging point configurations, while multiple point merge
systems require the analysis of particular solutions to evaluate
the cause effect configuration.
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Figure 7. Example of new trajectory with turning point.

VII. CONCLUSIONS

The proposed approach has modelled the CD&CR problem
for multi-aircraft using a discrete event approach in the CPN
formalism. A case study with 35 arrival aircrafts has been
successfully solved.

The CD&CR model computes the future passing times,
speed and positions of each aircraft according to certain
characteristics (heavy, medium, light). The safety distance
requirements due to vortex turbulences at merging points are
specified to solve the problem properly. The solution is
obtained using the reachability tree in CPN. A computer
simulation has used to generate a feasible 4DT solution. The
model scope can be extended with consume fuel aspects
(BADA referenced) in order to design a cost function that
would allow an efficient exploration of the reacheability tree.

One of the key-point of such a design is the use of the state
space to understand the behavior of the model. Furthermore,
the model has been designed in order to help the modeller to
design new procedures to solve problems regarding the future
free flight concept.
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VIII. APENDIX A

In this section the case study information can be found.
Case study has been with 35 aircraft with initially 10 conflicts
detected in the first point merge and 21 more conflicts in the
second point merge. The results as well as all the regarding
information to the name and nominal passing time of the IAF,
nominal speed, distance to be flown, new speed and passing
time, are shown in Table VII.
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TABLE VII. 35 TRAJETORY STUDY CASE
TMA | TMAIAF | WPT | WPT | WPT | WPT WPT WPT | New WPT | New | Distances | WPT WPT WPT New WPT | New | Distances | WPT WPT
entry TAS | name | TAS name | nominal TAS time speed | to be flown | name | nominal | nominal time speed to be nominal nominal
time (m/s) (m/s) time (s) (m/s) (s) (m/s) (m) time (s) | TAS (m/s) (s) (m/s) | flown (m) | time(s) | TAS (m/s)
1 260 RUSIK 224| FTV 224 | FAYTA 971,93 224 810 290 159867 | CANIS 1202 218,67 988 290 211350 | 1373,23 191,19
2 50 TERTO 233| LZR 233 | BETAN 978,90 233 290 CANIS 1237 221,20 1108 283 300208 | 1404,94 196,05
8 470 RUSIK 233| FTV 233 | FAYTA | 1154,47 233 1043 278 159867 | CANIS 1375 224,06 1228 278 211350 | 1541,98 197,55
4 870 NWPT FAYTA | 1224,84 224 1050 274 79651 | CANIS 1456 213,84 1348 274 131134 | 1630,42 188,52
5 180 TERTO 224| LZR 224 | BETAN | 1250,18 224 CANIS 1524 203,47 1468 233 300208 | 1706,55 181,41
6 400 TERTO 233| LZR 233 | BETAN | 1328,90 233 CANIS 1687 221,20 1588 252 300208 | 1754,94 196,05
7 800 RUSIK 224| FTV 224 | FAYTA| 151193 224 1486 232 159867 | CANIS 1742 218,67 1708 232 211350 | 1913,23 218,67
8 990 RUSIK 233| FTV 233 | FAYTA | 167447 233 1623 252 159867 | CANIS 1895 224,06 1828 252 211350 | 2061,98 197,55
91 1430 NWPT FAYTA | 1784,84 224 1625 253 79651 | CANIS 2016 213,84 1948 253 131134 | 2190,42 188,52
10| 1100 RUSIK 224| FTV 224 | FAYTA | 1811,93 224 1812 224 159867 | CANIS 2042 218,67 2068 224 216832 | 2213,23 218,67
11| 1290 RUSIK 233| FTV 233 | FAYTA | 1974,47 233 1969 235 159867 | CANIS 2195 224,06 2188 235 211350 | 2361,98 197,55
121 1000 TERTO 233| LZR 233 | BETAN | 1928,90 233 CANIS 2287 221,20 2308 233 304764 | 2354,94 196,05
13| 1800 NWPT FAYTA | 215484 224 2155 224 79651 | CANIS 2386 213,84 2428 224 140672 | 2560,42 188,52
14| 1180 TERTO 224| LZR 224 | BETAN | 2250,18 224 CANIS 2524 203,47 2548 224 306432 | 2706,55 181,41
151 1700 RUSIK 233| FTV 233 | FAYTA | 2384,47 233 2295 233 138635 | CANIS 2605 224,06 2668 233 225544 | 2771,98 197,55
16 | 2060 NWPT FAYTA | 2414,84 224 2415 224 82979 | CANIS 2646 213,84 2788 224 163072 | 2820,42 188,52
17| 1500 TERTO 233| LZR 233 | BETAN | 2428,90 233 CANIS 2787 221,20 2908 233 328064 | 2854,94 196,05
18| 1905 RUSIK 224| FTV 224 | FAYTA | 2616,93 224 2670 224 171459 | CANIS 2847 218,67 3028 224 251552 | 3018,23 218,67
19| 1690 TERTO 224| LZR 224 | BETAN | 2760,18 224 CANIS 3034 203,47 3148 224 326592 | 3216,55 181,41
20| 2200 RUSIK 233| FTV 233 | FAYTA | 2884,47 233 2924 | 233 168751 | CANIS 3105 224,06 3268 233 248844 | 3271,98 197,55
211 1900 TERTO 233| LZR 233 | BETAN | 2828,90 233 CANIS 3187 221,20 3388 233 346704 | 3254,94 196,05
22| 2420 RUSIK 224| FTV 224 | FAYTA | 3131,93 224 3095 224 151200 | CANIS 3362 218,67 3508 224 243712 | 3533,23 218,67
23| 2860 NWPT FAYTA | 321484 224 3215 224 91939 | CANIS 3446 213,84 3628 224 172032 | 3620,42 188,52
24| 2150 TERTO 224| LZR 224 | BETAN | 3220,18 224 CANIS 3494 203,47 3748 224 357952 | 3676,55 181,41
25| 2650 RUSIK 224| FTV 224 | FAYTA | 3361,93 224 3464 | 224 182336 | CANIS 3592 218,67 3868 224 272832 | 3763,23 218,67
26 | 2400 TERTO 224| LZR 224 | BETAN | 3470,18 224 CANIS 3744 203,47 3988 224 355712 | 3926,55 181,41
211 2900 RUSIK 233| FTV 233 | FAYTA | 358447 233 3685 223 182905 | CANIS 3805 224,06 4108 233 281464 | 3971,98 197,55
28 | 2600 TERTO 233| LZR 233 | BETAN | 3528,90 233 CANIS 3887 221,20 4228 233 379324 | 3954,94 196,05
29| 3450 NWPT FAYTA | 3804,84 224 3805 224 121059 | CANIS 4036 213,84 4348 224 201152 | 4210,42 188,52
30 2820 TERTO 224| LZR 224 | BETAN | 3890,18 224 CANIS 4164 203,47 4468 224 369152 | 4346,55 181,41
31| 3300 RUSIK 224| FTV 224 | FAYTA | 4011,93 224 3892 224 132608 | CANIS 4242 218,67 4588 224 288512 | 4413,23 218,67
32| 3750 NWPT FAYTA | 410484 224 4334 | 212 123915 | CANIS 4336 213,84 4708 212 204008 | 4510,42 188,52
33| 3100 TERTO 233| LZR 233 | BETAN | 4028,90 233 CANIS 4387 221,20 4828 233 402624 | 4454,94 196,05
34| 3600 RUSIK 233| FTV 233 | FAYTA | 4284,47 233 4604 | 233 233991 | CANIS 4505 224,06 4948 233 314084 | 4671,98 197,55
35| 3300 TERTO 224| LZR 224 | BETAN | 4370,18 224 CANIS 4644 203,47 5068 224 396032 | 4826,55 181,41
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Abstract— Although it is reasonably well accepted that lightning
strikes are a significant cause of outages on the National Airspace
System (NAS), there remains a serious lack of comprehensive
analyses providing sound estimates of outages caused by
convective weather. Current estimates and methods generally
cover specific outages and try to determine their causes by
comprehensively analyzing the lightning strikes that occurred in
the vicinity of the system. Such methods are inadequate when
trying to evaluate the global impact of convective weather on
very large systems such as the NAS, which is composed of more
than 70,000 systems. In this paper, a statistical method is
developed to estimate the number of outages caused by lightning
strikes, which take into account both the time detection of the
outage and the localization of the strikes. In addition, we present
results of its application on the NAS outages between 1999 and
2005.

Index Terms - component; lightning strikes; outages; NAS;
NLDN; logit model

l. INTRODUCTION

The safety and efficiency of air transportation within the
United States (US) largely relies on the reliability of the
National Airspace System (NAS). Lightning strikes are
believed to be one of the major causes of electrical power
interruption and occur during critical weather conditions [1] for
airborne aircraft.

The method presented here is based on the National
Lightning Detection Network (NLDN) observations that
represent more than 95% of the lightning strikes in the
continental US [2] and provide the time of the strike, its
location and the intensity. The database contains the location of
only the first stroke of each lightning strike, which can cause
errors of up to 10 km, based on the algorithm used by the
NLDN [3].

The information concerning NAS outages, provided by the
Federal Aviation Administration (FAA), were gathered
manually by the technicians in charge of the maintenance of
the NAS, utilizing a system of codes to classify the different
categories of outages.
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A preliminary analysis of the problem was carried out in an
attempt to establish an initial relation between lightning strikes
and outages. All strikes that happened in the continental US
between 1999 and 2005 were attributed to corresponding Air
Route Traffic Control Centers (ARTCC) and to a month. Then,
values were plotted against the number of outages occurring in
the respective ARTCC to determine if a general pattern existed
(Figure 1). Although a small positive correlation is noticeable,
results are unusable for further applications as in many cases
more lightning strikes do not imply more outages. Indeed,
more advanced tools based on the characteristics of lightning
strikes are  required to  explain the  outage
process.
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Figure 1. Plot of the number of lightning strikes during a month and
inside a given ARTCC against the number of outages inside the same
region and over the same period of time

Il. CREATION OF THE DATA BASE

A. Data Management

The data used for this study contain all the lightning strikes
in the continental US between March 1999 and November
2005 (recorded by the NLDN). The data contain both cloud-to-
cloud (CC) and cloud-to-ground (CG) lightning strikes. Beside
interferences, the former do not impact the NAS systems
significantly and are therefore ignored in the study. For each
strike, the data set provides the location, the time and the
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magnitude (in kilo amperes) but does not give the number or
the location of each stroke.

The list of all the outages that concerned the NAS during
the same period constitutes the second data set. For each
outage, the information available is: the type of system, its
location, the beginning and end of the outage, and reported
cause of the failure. The code corresponding to “Convective
Weather” is 85-3 (Weather Effect — Lightning Strikes) and all
outages with a different code are not used to develop the
model. It is interesting to note that the beginning time of the
outages is the moment when the outage was detected and not
necessarily the time when it occurred. Finally, as the NLDN
covers only the continental US, all the outages concerning
systems located in the ARTCC of Honolulu (ZHN), Anchorage
(ZAN) were also removed.

The number of remaining outages is close to 900.

Chose a lightning
strike

IGNORED

Distance < X
NM ?

NO Is the system

operational?

YES

Correlated Strikes Non-Correlated Strikes

Figure 2. Algorithm applied to each outage and for all lightning strikes

B. Correlated vs Non-Correlated Strikes

Budapest, June 01-04, 2010

The input of the model is built with 2 distinct selections of
lightning strikes: one group that caused outages (Target
Strikes) and another that occurred in the vicinity of the systems
but that did not cause any outages (Non-Correlated Strikes).
The former cannot be directly created considering the lack of
precision of the NLDN data and therefore a larger (and simpler
to define) group of strikes that might have caused an outage is
required (Correlated strikes):

o Correlated Strikes: strikes that might be responsible for
the outage,

e Target Strikes: strikes that are considered as
responsible for the outage,

e Non-Correlated Strikes: strikes that did not cause any
outage,

e Undetermined strikes: strikes that do not belong to the
three previous categories.

The Undetermined strikes are mainly strikes that occurred
in the vicinity of the system when it was inoperable for any
reason (maintenance, outage, etc). Strikes are first selected
based on a spatial criteria of X nautical miles and then grouped
according to a temporal criteria (Figure 2).

C. Time and Space Window

The separation between the different groups of strikes is
based on a time criterion and a space criterion. The name used
for the study is “Time and Space Window” and corresponds to
an X NM radius circle around the system and a period of Y
hours before the outage. The final values for X and Y are
respectively 5 NM and 48 hours, which resulted from the
analysis of the Cause Code 85-3 outages. A good Time and
Space Window must give both a high level of correlation (as
we expect that most of the Cause Code 85-3 outages are caused
by lightning strikes) and a small number of correlated lightning
strikes to facilitate the Target Strikes extraction. The level of
correlation represents the ratio of the number of correlated
events (outages) for a period over the total number of events
(outages) for the same period. An outage is considered
correlated if its Time and Space Window contains at least one

Table 1: Level of Correlation as a function of the Time Window size and the Space Window size

Time

5min 30min 1h 6h 12h 24h 48h 72h 96h 120h

0.1 0% 1% 2% 3% 4% 5% 5% 5% 5% 5%

0.25 2% 8% 12% 17% 20% 23% 25% 25% 25% 25%

0.5 6% 16% 22% 32% 37% 42% 46% 46% 47% 47%

0.75 10% 22% 28% 41% 46% 52% 56% 57% 58% 59%

g 1 13% 24% 31% 44% 50% 57% 62% 64% 64% 65%
;8-: 2 20% 32% 40% 53% 60% 67% 72% 74% 75% 76%
g‘i 3 25% 35% 42% 57% 62% 70% 76% 78% 80% 81%
4 28% 38% 44% 58% 65% 2% 79% 82% 83% 84%
5) 30% 40% 46% 61% 66% 74% 80% 83% 84% 85%
10 31% 41% 48% 63% 69% 78% 85% 87% 88% 89%
15 32% 42% 49% 64% 70% 79% 87% 89% 90% 91%
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Figure 3: Comparaison between clusters that can overlap and clusters without a step value

lightning strike.

As the Time and Space Window becomes larger, more
strikes are correlated. The definition of the window must take
into account this tradeoff between the Correlation Ratio and the
relevance of the correlated strikes. The Time Window
represents the maximum period before an outage during which
a strike is considered as a potential cause of outage. Although
the outage mechanism is not perfectly understood, it is well
accepted that the time between a strike on the system and the
failure will be generally very short. Associated failures are
typically caused by over intensity resulting in excessive heat
inside the system and thus occur almost instantaneously after
the impact [3]. As the lightning data and outages data have
respectively an average time precision of 5 ps and 1 minute, a
time window of a few minutes should capture most of the cases
[3]. The main issue comes from the detection time of the
outages. Systems equipped with automatic outage reports are
automatically considered as “down” as soon as the outage
occurs. For other pieces of equipment such as radars, which are
closely monitored, outages are also very likely to be detected
within a few minutes. However, for other systems, such as
Precision Approach Path Indicator (PAPI), outages can be only
detected in the case where someone tries to use the system or
during a routine check. Unfortunately, no studies have been
carried out to determine the average detection time of outages
depending on the type of systems and their location. Different
simulations performed with Time windows between 1 minute
and 5 days proved that the detection of an outage can take up to
several days although more than 50% of the correlated outages
have at least one lightning strike in the hour prior to the failure
(Table 1).
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The Space Window represents the size of the vicinity in
which strikes are considered as a potential cause of outage. Its
size is the radius of the circle and is centered on the system. In
this case, the incertitude mainly comes from the NLDN-stroke-
gathering algorithm [3]. Different simulations with space
windows between 0.1NM and 15NM showed a similar
behavior compared to the Time Window. All curves tend to a
limit value after 10 NM. Once again, although some outages
have their closest correlated lightning strike located at more
than 10 NM, more than 50% of the correlated outages have at
least one lightning strike within 0.5 NM (Table 1).

The final size of the Time and Space Window directly
determines the correlated strikes, among which the target
strikes, input of the statistical model, will be selected. Its
definition is based on a tradeoff between the number of
observations that should be as large as possible and the
relevance of the input. Each time the Time and Space Window
increases, new observations are added — with a decreased
probability of actually being involved in the outage process. As
showed in Table 1, the correlation ratio reaches a limit in both
cases. Those values are considered as the maximum number of
observations which can be used, with 95% of them being used
inside the model. The last 5% of correlation (i) implies a
multiplicative factor of 2 to 3 for the time and space
parameters, and (ii) adds a large number of correlated strikes
with a relatively low relevance.

D. Strike Definition vs Cluster Definition

Strikes are defined as the strikes that caused the outage as
opposed to the correlated strikes, which are the strikes that
might have caused the outage. However, this definition results
in many possible solutions as no general rule or model exists to
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determine, among a group of strikes, which one actually caused
the outage.

Clusters were created to solve the problem of best strikes
selection. The idea is to gather correlated strikes over a period
of time and then consider the whole cluster as the outage cause.
This principle was born from the observation of the time
localization pattern of Correlated Strikes that tend to appear in
groups of high time density. As lightning strikes happen during
thunderstorms, multiple strikes generally hit the vicinity of the
system within a short period. The goal of cluster models is to
isolate those laps of time of high convective activity and
consider them as the cause of the outage.

Clusters are fully defined by 2 different characteristics:

e Maximum Length: their maximum duration in time.
Clusters with maximum lengths between 5 minutes and
48 hours were simulated to find the most significant
values. The length of the cluster is defined by the last
strike inside the time interval, thus most clusters are
shorter than their maximum value. The maximum
“maximum length” is set to 48 hours to keep a
balanced comparison between Correlated and Non-
Correlated Clusters. A larger length would add strikes
inside the Non-Correlated Clusters defined over the 7
years of the study but not to the Correlated-Clusters.

e  Step: the minimum time between the beginnings of two
consecutive clusters from a same outage. For
simulations, clusters work as time windows which are
slid from the step value until another strike is found.
For each outage, the first cluster starts with the last
correlated strike (the closest in time from the outage
reported time), and is then moved from the step value
“in the past” and keeps sliding in the past until it finds
a new strike. The process is repeated until all the
strikes have been attributed to at least one cluster. The
step value’s purpose is to prevent the “cluster window”
from missing a group of strikes by cutting it in two
different parts (clusters). It is possible to ignore the
step parameter by choosing its value equal to the
maximum length. In this case, clusters are never
overlapping. Because all strikes have to belong to at
least one cluster, steps values are always smaller or
equal than the maximum length of the cluster, even if
this causes some strikes to belong to more than one
cluster. The step value should not be too small to limit
the number of appearance of the same strikes inside
different clusters which can cause correlations issues
with the statistical model. Thus, the typical step values
are the maximum length multiplied by 1/3, 1/2 and 1. It
appears that step values have very little impact on
statistical model parameters and levels of goodness
although steps of half the maximum length tend to give
better results in this case. In addition, “1/2-steps”
clusters limit the multiple occurrences of strikes to two.

Therefore, for the rest of the study, all clusters used a step
value equal to the half of their maximum length.
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I1l.  STATISTICAL MODEL
A. Shape of the model

The statistical model used to process the input is the binary
logit model:

logit (pi) = log(pi /(1 — pi)) =k + BuXyn + ... + BuXin

This model is used because of the definition of the input
that uses a time criteria to separate the Correlated and the Non-
Correlated strikes. When the model is applied, it is limited to
the clusters located inside the Time and Space Window. As a
result, the sum of the output corresponds to a “partial sum” and
does not represent the real estimation of the number of
Confirmed Outages. For this reason, an extra tool is required
for the analysis and the tool that seems to work the best is the
threshold method proposed here, followed by an aggregation of
the models.

The Decision Threshold (DT) of a model is a fixed value
above which an observation is considered as a “1”. In other
terms, the model gives for each cluster a probability that this
cluster actually caused an outage. If this value is above the DT
of the model, the cluster is considered as a “1” (caused an
outage). The DT of each model is set to maximize the
distinction between correlated and non correlated strikes, i.e.
the proportion of right answers given by the model on the input
data. The model is “correct” if the predicted status of the
cluster is the same as the real one.

B. Parameters

In this study, the selection process for parameters is not
based on the complex analysis of failure mechanisms. There is
extensive literature presenting advanced electromagnetic
models in which the goals are to precisely predict the
propagation process based on observations made by sensors
located near or on the systems. Such a level of precision is not
realistic because of the lack of precision of the data available
but fortunately, it is also not needed given the statistical point
of view of the study. Our approach is more intuitive because it
consists of parameters that seem more relevant to the model
and have better statistical significance. The first step of the
process is the creation and selection of potentially meaningful
metrics. Parameters such as the intensity of the strike or the
distance between the strike and the system undoubtedly have
an impact on the outage mechanism. In addition, the type of
system of the area on which it is installed may also play a role.
We also developed Hybrid metrics to increase the versatility
and precision. Given that the maximum expected precision of
the NLDN is 500 meters, all values of distances smaller than
that were modified to be equal to 500 meters. The second step
is the elimination of non-statistically relevant parameters. First,
they have to match the intuitive positive or negative effect they
have on the model. For example, intensity should have a
positive impact (positive sign for £ intensity) meaning that the
higher the intensity, the higher the chance for an outage. Then,
the significance, represented by the p-value, designates the
statistically sound metrics. However, because of important
correlation issues between the parameters, the p-value can
strongly fluctuate from one model to another for a given
parameter.
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Table 2: Rejected Parameters

e Type of equipment e Highest Intensity/Distance?
e Duration of the Cluster e Highest Intensity?/Distance?
e Number of Strikes e  Sum of Intensity/Distance?
e ARTCC e  Sum of Intensity?/Distance?
e Month/ Season e Duration of the outage

e Time Density

ARTCC parameters are, however, a special case. Although
it appears natural to take into consideration the region where
the outage occurs, the definition of the Correlated Strikes
already covers this part. It is noted that regions with a larger
convective activity see more lightning strikes in their Time &
Space Windows. In addition, the characteristics of the strikes
relative to a special region (strong short storms, for example)
are also covered by the characteristics of the strikes. As a
result, taking into account the ARTCC would result in a
redundancy, which is why they are not used in the models.

Table 3: Description of the final parameters

Parameter Full Name Description
Name
. . Highest value of

gisltnt over OH\;g:]eDsith;eCr;sny Intensity/Distance observed
among the strikes of the cluster
Highest value of Intensity

H Int Highest Intensity | observed among the strikes of
the cluster
Smallest value of Distance

H Dist Smallest Distance | observed among the strikes of
the cluster

. Sum of all the values of

gi;rt]t over gsgr] gfl ;gsgslty Intensity/Distance of the strikes

contained inside the cluster

Table 4: Statistical Model (1hour-long clusters)

Parameter | Estimate Standard Wald Chi Pr>ChiSq
Error Square
Intercept | -4.3930 0.1068 1693.178 <.0001
H 'E‘I | ooorer | 0000718 | 112786 <0001
H Int 0.00369 0.00123 9.0080 0.0027
H Dist -0.3545 0.0419 71.7399 <.0001
S 'zti;"er 0.000166 | 0.000037 20.6793 <0001

The 9 different models are then applied to outage codes
different than Cause Code 85-3. First, the Time & Space
Windows are created for each outage and then clusters of the
different lengths are defined and the corresponding models
(with their corresponding codes) are then applied. If, for a
given outage and a given cluster length, the models return a
value higher than the DT, the outage is considered as a
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“Confirmed Outage”. The total number of Confirmed Outages
is fairly constant among the different models, but the results for
a given outage might vary among models. To consolidate the
results, all the models are considered for each outage
prediction. Each outage therefore has a “Count” parameter
indicating how many models consider it as the result of
lightning strikes.

IV. REAL-WORLD CASE STUDY

The model has been developed using 987 outages reported
as caused by lightning strikes (Cause Code 85-3) between 1999
and 2005. While building the Time and Space Windows, it
appeared that at least 200 Cause Code 85-3 outages did not
have a single lightning strike located within 5 NM and 48
hours before the failure. As a result, it is very unlikely that
convective weather is responsible for those outages.

The Non-Correlated Strikes were obtained by processing
621 randomly selected outages during 24 months (also
randomly selected), which led to a total number of 1,800,000
Non-Correlated Strikes. Then the 9 sets of clusters were
created with the different lengths (48 hours, 24 hours, 12 hours,
6 hours, 2 hours, 1 hour, 30 minutes, 15 minutes and 5
minutes) and a binary logit model was computed for each set of
clusters. Table 4 is an example of the models for clusters of 1
hour.

In the following step, all the outages contained in the FAA
data were filtered to consider only outage codes where
lightning strikes could be the original cause (Table 4), and
Time and Space Windows were created for them.
Unsurprisingly, the correlation levels observed were lower than
for the Cause Code 85-3 outages, 27% vs. 80%. Finally, the 9
statistical models were applied to the corresponding sets of
clusters and the aggregate method presented above was used.
The total number of outages reported under “other codes”,
considered by the model as caused by lightning strikes,
spanned between 1376 and 2996, which implied a significant
modification of the original number.

One of the reasons for the apparent differences between the
original data and the output of the model lies in the fact that the
FAA code system indicates the ultimate cause of the outage but
does not indicate its early cause. For example, for outages
reported under “Power Supply” (Code 80-3), nothing indicates
what initially caused the loss of power. The first effect tends to
overestimate the number of outages caused by lightning strikes
whereas the second one underestimates it. However, according
to the results of the model, the magnitude of the second effect
is larger (plus 1376-2996 versus minus about 200 for the first
effect).

Table 7 shows the aggregate results depending on the
number of models validating the outages. The most
conservative case, where only the outages confirmed by all the
models are considered, adds 1376 outages. In this case, even if
the new number of outages caused by lightning strikes is
almost three times the original one, the corresponding total
outage time is only multiplied by two. The systems were
separated into 3 categories:
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e ATC (Air Traffic Control): regroups all the
systems  directly  impacting the ATC
performances: Automated Flight Service Station
(AFSS), Airport Surveillance Radar (ASR),
Airport Traffic Control Tower (ATCT)

e ILS (Instrument Landing System): contains all the
systems reducing the efficiency of the ILS and
contains the Localizer, Glide Slope, Markers and
also the Lights.

e  Other: all other types of facilities

The Confirmed Outages increase the proportion of the ATC
and ILS related outages. The proportion also varies
significantly with the limit count value while the proportion of
the different outage codes under which the outage was
originally reported remains almost constant. Future work will
focus on what the causes of this phenomenon are, where the
proportion of automatic outage report systems and importance
of the system to maintain a good level of operations might play
a significant role.

Table 4: List of outage codes considered for the estimate

Code | Total Number | Category Sub Category
80-3 611 Equipment Power Supply
80-7 13886 Equipment Unable to Determine Cause
i . Facility Power and Support
80-F 214 Equipment Systems
Non-FAA
81-3 4l Lines/Circuits | " OWer
81-6 8 Non-FAA Environmental Causes
Lines/Circuits
Non-FAA
81-7 %9 Lines/Circuits | YMnown
82 4045 Prime Power -
Standby
83 1156 Power -
Interference - -
84-3 104 Conditions Radio frequency interference
87-0 6992 Unknown -

Budapest, June 01-04, 2010

V. CONCLUSION

A correlation between lightning strikes and outages exists
and can be captured by statistical tools. To achieve this goal, it
is crucial to take into account the important data inaccuracies
and to focus more on periods of high convective activity rather
than on specific strikes to determine the causes of outages.
Both strike localization issues and imprecise outage report
times imply a high incertitude in the Target Strikes selection
and forced us to introduce the Time and Space Window: a
spatiotemporal area of 5 nautical miles and 48 hours associated
with each outage and inside which all strikes are considered as
a potential cause of outages. Even with such large values, for
22% of the outages reported as caused by lightning strikes
(Code 85-3), it was not possible to find a single lightning strike
inside the Time and Space Windows. In these cases, it was
very likely that these outages were not related with convective
weather. It was suggested that such FAA outage codes should
probably be modified.

Because of the previous definition of the Time and Space
Window, numerous strikes distributed over large periods of
time might be responsible for a given outage. In addition, due
to randomness of lightning strikes and data imprecision, it was
not possible to make a reliable selection of target strikes. For
these reasons, we favored an approach based on clusters,
gathering lightning strikes over periods of time spanning from
5 minutes to 48 hours, to create independent binary logit
models.

Then, we applied models to a selection of codes dealing
with power supply failure and unknown causes. The resulting
subset contained about 27,000 outages among which 7,300 had
at least one lightning strike inside their Time and Space
Window. In a number of cases, spanning from 1,376 to 2,996
outages, lightning strikes were likely to be the initial outage
cause.

We note that there might be two major sources of
inaccuracy that limit the precision of the models. The first and
easiest to fix is the localization precision of the strikes which
cause the correlation of a significant number of lightning
strikes. This problem could be resolved by utilizing a more
comprehensive database that would provide the exact location
of each stroke, reducing the Space window to an average of
500 meters. The second issue is the outage detection time that
can be only partially solved via a list of all the systems

Table 5: Aggregated outages results

Model Count 85-3
1 [ 2 | 3 | 4 [ 5 | e | 7 | 8 [ o | Crgina)
Confirmed Outages 2006 2821 2616 2383 2191 1878 1763 1544 1376 719
Total outage time (1000*hours) 119 102 90 86 83 73 72 65 45 44
ATC related 7% 8% 8% 8% 7% 7% 6% 5% 1% 4%
Percentage of the total ILS related 47%  51%  56%  57%  58%  58%  58%  64%  50% | 45%
outage time (systems type)
Other 46%  42%  35%  35%  350%  35%  35%  31%  43% | 52%

27%
65%
8%

28%
64%
9%

28%
64%
9%

Power related
Percentage of the total

outage time (reported cause) Unknown cause

Other

28%
63%
9%

28%
63%
9%

29%
62%
9%

29%
62%
9%

29%
62%
9%

29% -
62% -
9% -
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featuring an automatic report device. In these cases, the Time
Window would shrink to a few minutes and thus limit the
number of Correlated Strikes. In addition, the list of systems
using the same power source at airports, and the list of systems
featuring forms of protection against lightning strikes, would
also improve the overall precision.

The developed methodology and binary logit models
should be useful to the FAA management in predicting the
number of outages caused by lightning strikes and making
appropriate investment decisions regarding the lightning
protection and upgrades. These investment decisions are
especially important in today’s environment, and should ensure
that aviation facilities and equipment are additionally protected
from any type of convective weather and lightning strikes.
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Abstract- The air transportation system will modernize over
the next 15 years. As part of that modernization, tasks that are
done manually today will be performed by automated
computer functions.  In the airspace security domain,
automated functions need to be dynamic and able to adapt to
the latest intelligence reports. These automated functions can
be expressed as “if-then rules.” In order to gain a better
understanding of the level of effort involved in creating rules
for airspace security, we chose four specific restricted
airspaces we felt represented the cadre used to manage
security issues and developed the set of terms and relationships
needed to define them. This paper outlines the process we took
to develop these terms and lists some examples. This paper
also presents some sample rules and potential challenges faced
in using rules in airspace security. Finally, this paper
recommends that in order to obtain a near-term benefit from
rules, the airspace security community should consider
generalized definitions and broad scopes when developing
rules. The potential application and definition of rules is being
developed and will be further validated through
experimentation in a simulated environment over the next

several months.

Keywords: airspace, aviation, security, ontology

I.  BACKGROUND
Airspace security is a collaborative activity requiring

close cooperation between security partners. Many
organizations ranging from military, civil aviation
authorities and local law enforcement share the

responsibility for identifying, responding to, and mitigating
potential airborne threats. On an average day in the United
States, that involves air traffic controllers screening over
42,000 flights. And each flight has its own set of
characteristics which range from speed and fuel capacity to
passengers and crew manifesto, and cargo contents. Each of
these pieces of information may be stored in separate
databases managed by a different agency. Adding to the
challenge, airspace security partners often have ten minutes
or less to identify a potential threat and determine the
appropriate response.

These challenges can be summed up into three main
categories:
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. Find the rare event — it can be difficult for humans
to sift through a large number of flights and find the one
flight that may have significant elevated risk
characteristics. This paper does not look at what those
risk characteristics might be; however there are efforts
within MITRE regarding that topic.

. Manage the “short-fuse” cases — highlighting those
cases where the time to reach a valuable target, for
example a nuclear power plant, is short.

e  Multiple simultaneous incidents — it can be difficult
for humans to prioritize events in the case of multiple
simultaneous attacks.

The use of customizable rules and computer automation
has been suggested as a tool to help the airspace security
partners deal with the large quantity of information needed
to manage a secure airspace. Rules could allow the
personnel to configure which flights are automatically
tracked more closely by adjusting the automated rules to fire
given the input. This input can be a result of the most recent
intelligence report or current activities.

Il.  INTRODUCTION

The use of rules for automating processes is common in
many industries. The insurance industry uses rules to
predetermine the level of risk and then assign a monthly
premium. Credit bureaus use rules to assign a credit score
to those seeking loans, and that affects what interest rates
they qualify for. For the purpose of this paper, rules can be
thought of as an “if-then” statement. If something is true,
then a conclusion is made or an action takes place.

Although rules architecture can differ from one system
to another, the basic notion is that there exists a database of
information that is kept up-to-date at a specified frequency.
That information is applied against the system rules and
feeds into a ‘reasoned’. This ‘reasoner’ is what executes the
rules and inputs new information back into the database.
The building blocks used to create rules come from
ontology.

The definition and use of ontologies — explicit formal
specifications of the terms in the domain and relations
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among them [3] — has been growing and many disciplines
now develop ontologies so that domain experts can use a
common and structured vocabulary to share and talk about
information in that field. For example, anyone interested in
the classification of frogs can go to the Open Biomedical
Ontologies website (obofoundry.org) and download
ontology for amphibian taxonomy.

There are some existing efforts that provide a structured
way of transferring structured data for airspace security.
The Aeronautical Information Exchange Model (AIXM) has
been developed by the Federal Aviation Administration
(FAA) [4] and EUROCONTROL [5] to act as a ‘digital
(Notice to Airmen) NOTAM’, with structured information
which is suitable for automated computer processing.

The United States (U.S.s) Department of Homeland
Security has the Homeland Security Infrastructure
Protection (HSIP) Gold [6], which is a collection of data and
metadata relating to U.S. infrastructure. This collection of
data is defined much in the same way as ontology is. This
large database includes infrastructure that is relevant to
airspace security such as airports, runways, and key
locations that may be a target of a September 11 style
attack.

This paper uses the restricted airspace domain to
develop the specific terms and rules. Restricted airspace is a
fixed volume of airspace defined with a start and end time
that often prohibits all or most airborne operations.
Restricted airspaces are used daily in the U.S. and published
on tfr.faa.gov as a tool by the FAA to help manage the
airspace from a safety and security standpoint. Some of the
instances where restricted airspace can be used for security
are around Very Important Persons (VIP) such as a high-
ranking government official, sporting events (2010
Olympics in Canada), other high-profile events, and ground
assets that might be the target of a 9/11 style attack.

The first part of this paper covers the method used to
define the ontology specific to restricted airspace. The
results section covers some ontology terms, classes, and
some example rules that can be applied to restricted
airspace. The conclusion covers what can be done to
implement airspace security rules in the near-term. And
finally, the future work includes future tasks and contact
information.

I1l. METHOD

Noy and McGuinness’ recommended seven step process
was followed to establish a preliminary ontology for dealing
with restricted airspace [1]. They are as follows:

1.  Determine the domain and scope — decide what will
be included and what will be excluded. This is an
important first step which generates an ontology that is
both effective and reasonable in size. A good ontology is
able to describe the things in the scope, and not much
more.

2. Consider reusing existing ontologies — there are
many aspects of restricted airspace that can reuse existing
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ontologies or parts of an existing ontology. For example,
distance (radius in nautical miles), time (for the start and
end of a temporarily restricted airspace), a point (latitude
and longitude in degrees, minutes, and seconds), and so
on are all candidates for reuse.

3. Enumerate important terms in the ontology — make
a note of the terms that are important to the discussion.
What terms could be necessary to use in a discussion
with a user?

4.  Define the classes and the class hierarchy — decide
which terms is either further describing another term or
which are generalizations. For example, aircraft could be
a top level term, fixed wing and rotor wing are a middle
level and 747 and A320 are bottom level terms.

5. Define the properties of classes — each class has
different properties that, when put together, form that
object. For example, the ‘track’ class — defined as the
observed path an aircraft has traveled as noted by returns
from radar — associated with the 747 from step 4 has a
speed, heading, altitude and beacon code. The ‘flight
object’ includes properties such as a aircraft type,
nationality, flight plan, tail number, number of armed
officers onboard and persons on the watch-list.

6. Define the facets of the classes — classes have
different facets that describe things such as value,
allowed range of value, and how many values it can
have. The class-value is also defined by type. Each slot
can be designated as a string (AAL123), number,
Boolean (e.g. commercial carrier or not) or enumerated
(a choice from a specific list).

7.  Create instances — the last step involves choosing a
class, creating a specific instance of that class, and
defining the facets.

Once the seven steps suggested by Noy and McGuinness
were completed, it was then possible to start developing
some rules. Using the ontology, sample rules were created
that would enforce the airspace restriction and provide a
potential benefit to the airspace security partners.
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Figure 1. A restricted airspace over Martha’s Vineyard, Massachusetts for Figure 3. A restricted airspace over a California forest fire is construc
a VIP involves two concentric circles. using a polygon.
(Map by Google Earth, Google) (Map by Google Earth, Google)

Figure 2. A restricted airspace over Beale Air Force Base is constructed Figure 4. A more complex restricted airspace over the Washington, D.C.
using a cylinder. area is constructed using a combination of inner and outer cylinders, arcs,
(Map by Google Earth, Google) planes and cutouts.

(Map by Google Earth, Google)
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IV. RESULTS
This section starts by presenting some results we

developed from each of the seven steps in section I1l. Then
we present some sample rules created by using the ontology.
These rules have not been vetted, but are designed as a first
look at what a customizable automated rule could look like
for the airspace security partners.

1. Domain and scope — we decided to limit the scope
of the ontology to situations dealing with airspace
restrictions controlled and managed by the FAA. Not
every distinction needs to be accounted for at this stage.
For example, knowing which flag the aircraft is flying
under may be unnecessary. It may be enough to know
whether the aircraft is domestic or foreign.

2. Reusing existing ontologies — unique aspects of
restricted airspace definitions were identified that will
likely require some modifications to the existing
ontologies. In the simple example of time, restricted
airspace definitions sometimes have an end time
specified as “until further notice,” which is not a standard
reference to time. Therefore that term needed to be
added. In the case of defining the shape of a restricted
airspace, while most are comprised of a cylinder (Fig.1)
or a polygon (Fig. 2), some can by hybrids (Fig. 3).
These hybrids are combinations of cylinders, arcs and
planes. Furthermore, the arcs can be referenced to both
clockwise from a point as well as counter-clockwise (in
Fig. 4, this can be seen in the inner-most section, between
the 2 and 3 o’clock position).

3. Enumerate important terms — as a first step, four
FAA restricted airspaces were chosen that represent the
sort encountered in the security domain. One was for
VIP activity (Fig. 1), one for a forest fire (Fig. 2), one
was over Beale Air Force Base where they often conduct
Global Hawk Unmanned Aircraft System (UAS)
exercises (Fig. 3), and one is over the Washington, D.C.
metropolitan area (Fig. 4). Inthe U.S,, restricted airspace
definitions are communicated publicly using NOTAM:s.
NOTAMs are generated by security personnel and are in
textual format divided in paragraphs which describe the
different restrictions. For example, the inner circle
(referred to as ‘Area B’ of the restricted airspace) in
Figure 1 was defined as:

Center: MARTHAS VINEYARD VOR/DME (MVY)
(Latitude: 41°23'46"N, Longitude: 70°36'46"W)

Radius: 10 nautical miles

Altitude: From the surface up to but not including 18000
feet MSL

The NOTAM continues on to list the procedures pilots
should follow when trying to enter the defined airspace
and the restrictions placed on them. The following is an
excerpt from the VIP restricted airspace (paragraph A):

All aircraft operations within the 10 NMR area(s) listed
above, known as the inner core(s), are prohibited except
for: approved law enforcement, military aircraft directly
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supporting the United States Secret Service (USSS) and
the office of the president of the united states, approved
air ambulance flights, and regularly scheduled
commercial passenger and all-cargo carriers operating
under one of the following TSA-approved standard

security  programs/procedures:  aircraft  operator
standard security program (AOSSP), full all-cargo
aircraft  operator standard  security  program

(FACAOSSP), model security program (MSP), twelve
five standard security program (TFSSP) all cargo, or
all-cargo international security procedure (ACISP) and
are arriving into and/or departing from Martha's
Vineyard airport (KMVY). All emergency/life saving
flight (medical/law enforcement/firefighting) operations
must coordinate with ATC prior to their departure at
508-968-7126 to avoid potential delays.

The paragraph begins by stating that all aircraft are
prohibited, but then provides a long list of exceptions,
which include military aircraft and regularly scheduled
commercial passenger flights. The following paragraph
from the NOTAM adds an exception for all other aircraft
which have applied for and been granted a Transportation
Security  Administration  (TSA) approved waiver
(paragraph B):

All other aircraft not operating under a TSA-approved
standard security program listed above and arriving
KMVY must request a waiver and be security screened at
a designated gateway airport. Aircraft departing KMVY
during the TFR must also request a waiver and will be
screened at KMVY

This waiver is generally used by private pilots who use
the airports within the restricted airspace as a destination.

We compared the four definitions; common and
differentiating terms used for each definition were
extracted. Keeping in mind “what question do we want
to be able to answer?” was a key part in going through
each restricted airspace definition. An example of such
question is “is aircraft X allowed within the boundaries of
restricted airspace Y?”

Some examples of the terms generated are:

Geospatial region Airspace volume

Altitude floor Altitude ceiling
Center Radius

Latitude Longitude

Airport Natural Hazard
Flight Plan Transponder Code

4. Define the classes and class hierarchy — the
‘combination development’ process mentioned in the
Noy and McGuiness paper was used for this step. [4]
Protége 3.4 was used as the environment to develop our
ontology. Developed by Stanford Center for Biomedical
Informatics Research, it is free, open-source and is
supported by grant LM007885 from the United States
National Library of Medicine. First the more salient
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concepts were identified and then generalized and
specialized them accordingly.

The Protégé software organizes the classes and hierarchy
in a graphical format as show in Fig. 5. All hierarchy
starts with ‘thing” and is then divided into more specific
classes. For this example, we show how a geospatial
region can be broken down into subclasses until three
sub-classes of ‘hazard disaster relief airspace’ is reached.
Further sub-division is possible; however this is a suitable
level considering the domain and scope of this paper.

b [WF B

ol Thimg
L 4 Geospatial_Region
b J Ajrspace
Ld Restricted_&irzpace
Y Temporary _Restricted_Airspace
Aetial_Demonstration_and_Sports_Everts
k4 Hazard_Dizaster_Relief_Airspace
Hazard_Avoidance
Safe_Relief_Operation_Environmernt
Congestion_Prevention
Prezidential_Festricted_Airzpace
Space_Flight_Operations
Military _Restricted_Airspace
Special_Security_Instructions
Special_Flight_Rules_Area
Air_Defenze_ldertification_Zone

Airzpace_Volume

Figure 5. A screenshot from Protégé 3.4 showing the hierarchy for the
airspace class.

5. Define the properties of classes — as an example, the
properties of a defined airspace are altitude floor, altitude
ceiling, center, latitude, longitude, radius, clockwise and
counter-clockwise. All four of the restricted airspaces
used for this paper can be defined with the use of these
properties.

6.  Define the facets of the classes — taking the example
of a coordinate, the longitude can be any number of
degrees between -180 and 180 with minutes and seconds
ranging from 0 to 60. A coordinate point used to define a
restricted airspace can further be limited to points that lie
within the airspace assigned to the country responsible.

7.  Create instances — three of the restricted airspace
definitions were used in the enumerating terms step (#3)
were used as a test for this step. They are the cylindrical
restricted airspace over Beale Air Force Base, the
polygon over the California forest fire and the hybrid
restricted airspace over the Washington, D.C. area. The
NOTAM definition of the inner-most portion of the
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Washington, D.C. restricted airspace is shown in Figure
1. Fixed Radial Distance (FRD) stands for Fixed
Radial Distance)

Upon completion of these seven steps, we had developed
a preliminary ontology for restricted airspace that could then
be used to define instances. Using the Aero Navigation
Aids (Navaid) class as an example; it has a sub-class of
VHF Omnidirectional Range (VOR), VOR/Distance
Measuring Equipment (DME), VHF Omnidirectional Range
Tactical Aircraft Control (VORTAC) and Non-Directional
Beacon (NDB). Each of those subclasses has an attribute of
a latitude and longitude, which is determined by their
geographical location. An instance of a Navaid is the one
for John F. Kennedy airport in New York City. Its name is
JFK; it is a VOR/DME and has a lat/long of 40-37-58.400N
/ 073-46-17.000W.

Using permutations of this ontology, many different
rules can be constructed, shared and used by security
personnel. For example, a user may apply the following
rule:

. If aircraft is inside restricted airspace X and is a
banner-towing operation, then sound an alarm.

Applying this rule to the whole airspace would relieve
the airspace security coordinator from manually completing
that task.

4-D trajectories forecast where an aircraft will be within
a given timeframe and can be helpful to the security
coordinator by predicting a violation. It is a computer
generated estimation based on the most recent aircraft track.
Making use of 4-D trajectories would allow for the use of a
rule such as:

. If aircraft X is headed for restricted airspace Y and
it has turned off its transponder, then sound an alarm.

The ‘is headed for’ portion of that rule could be defined
by the security coordinator to be whatever proximity (either
in time or distance) he or she feels is best fit to help guard
that airspace. Also, the ‘alarm’ action could mean one thing
to a restricted airspace over a forest fire (the incursion is
likely an accident), and mean something else with a
restricted airspace over an inauguration speech (perhaps an
attack). In the first case the airspace security coordinator
could help alert the pilot, whereas in the second, defense
resources may need to be put into place.

In both of these examples, the definition of the restricted
airspace can be complicated and involve more terms than
the rule itself. The conclusion section of this paper includes
a recommendation on how to overcome this.

The following rules can be considered for the
enforcement of the VIP restricted airspace referred to in step
3 of section IV. The first line of paragraph A prohibits “all
aircraft operations” and would yield in a rule that states:

o If aircraft is inside the restricted airspace, then alert
coordinator.
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However the text continues to explain that there are
some exceptions.  Military, air ambulance, scheduled
commercial and cargo operations for example, are exempt
from the restricted airspace. So there is a need to modify
the above rule to accommodate this list of exemptions. For
example:

. If aircraft is inside the restricted airspace, and it is
not authorized, then alert coordinator.

The list of what is authorized would represent the
specified operations in paragraph A.

Continuing to paragraph B mentions that aircraft that
have filed for, and received a waiver from the TSA are
allowed to operate within the airspace. Further building on
the rule, we get the result of:

o If aircraft is inside the restricted airspace, and it is
not authorized, and it does not have a waiver, then alert
coordinator.

Another requirement we encountered in the NOTAMSs
is that pilots should monitor the Air Traffic Control (ATC)
frequency. We can create a rule for this, such as:

° If aircraft is inside the restricted airspace and pilot
is not monitoring ATC frequency, then alert coordinator.

This rule might pose a challenge to a rules system since
it is difficult to conclude whether or not a pilot is
monitoring a radio frequency and is mostly left to the honor
system.

Most of these rules are active only while the restricted
airspace is active. So a considerable part of developing a
rules system would have to consider time and geospatial
definitions as an operative.

V. CONCLUSION

The terms necessary to formulate restricted airspace
ontology are numerous. The times and irregular shapes are
difficult to account for and situations are dynamic. We
started with only four NOTAMs to get a sense of the level
of effort required to create an automated system for
monitoring restricted airspace. Repeating this process for
more restricted airspace definitions will be less time
consuming, since many of the terms are reused. However,
part of the difficulty comes from making the ontology
account for rare security events. Today’s intelligence report
might contain a new watch-list item that was not included in
the original ontology definition.

For the airspace security community to obtain the
benefits of rules in the near-term, we recommend limiting
the scope and complexity of the initial ontology and rules
model. For example, instead of listing each specific type of
operation not authorized within a restricted airspace (flight
training, aerobatic flight, glider operations, parachuting,
hang gliding etc...) develop a single category to group
operations by risk level. This way, if a new unauthorized
operation needs to be addressed, it can be referred to as an
existing category. This system is already used in describing
in-flight disturbance levels. From 1 to 4, each level carries a

58

Budapest, June 01-04, 2010

higher impact to the security of the aircraft than the other.
Creating rules that monitor aircrafts entering into complex
restricted airspaces is another example. These rules need
only monitor the general area encompassing the complex
shape. This could be accomplished by a single cylinder that
assumes most of the complex shape but not all, and covers
some areas that are not included by the complex shape. The
resulting alarm would bring the approaching threat to the
attention of the authority and he/she could monitor that
flight more closely.

For this paper, we looked at turning the restricted
airspace definitions contained in NOTAMS into rules and
the ontology required to support them. Instead of rules
being derived from a manually typed up text defining the
restricted airspace, a more successful approach might be to
develop a user interface that helps define the restricted
airspace, its restrictions and that can automatically generate
rules. The operations personnel would select from a series
of drop-down style computer menus choosing what is and is
not allowed.

VI. FUTURE WORK

More work needs to be done to refine and grow the
ontology for a rules system model. Looking at more
restricted airspaces in the way outlined in this paper will
continue to add to the ontology. Eventually the model will
approach a complete set of terms required to be useful for
operations.  That level of usefulness has yet to be
determined. At some point, little or no information is added
to the model by looking at additional restricted airspace
definitions.

The ontology and the rules created for the model should
be validated and verified by Subject Matter Experts. This
could be done with a prototype rules system and in a
simulated environment where SME can assess the rules for
effectiveness and the ontology for usability. The simulated
environment would also allow for the implementation of test
cases to validate rules individually, as well as all together.
This simulation would reveal the overlapping of rules and
expose gaps in the rules that restricted airspace enforcement.

For more information, please contact the Aviation
Security Modernization and Evolution group of MITRE-
CAASD at rhenriques@mitre.org.
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Abstract—This paper develops a queueing model for trajectory-
based aircraft operations, a cornerstone of the Next Generation
Air Transportation System. Aircraft are assigned scheduled
times of arrival at a server, which they meet with some normally
distributed stochastic error. A recursive queueing model with
deterministic service times is formulated, and Clark's
approximation method is employed to estimate each flight’s
expected queueing delay. The model is further developed to
account for aircraft’s runway occupancy time, and to track
aircraft’s delay through a series of servers.
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I. INTRODUCTION

The US national airspace system (NAS) is undergoing
major transformations, developing towards the so-called Next
Generation Air Transportation System (NextGen). NextGen
features a shift from the current static system of routes and
sectors to one that is adaptive to weather, traffic, and user
preferences. System-wide implementation of satellite-based
surveillance techniques, primarily Automatic Dependent
Surveillance — Broadcast (ADS-B), and navigation methods,
such as Area Navigation (RNAYV), is expected to greatly reduce
human operator workload and significantly increase airport and
airspace capacity. Moreover, digital communication links
between the aircraft cockpit and air traffic controllers will
capacitate information exchange on aircraft’s predicted flight
path and the negotiation of specific trajectories to be executed.
That will allow controlled times of arrival into busy terminals,
weather-impacted airspace, and other bottlenecks.

The motivation for this research is the fact that the ability to
control and predict 4D aircraft trajectories (4DT) with high
precision is a cornerstone of NextGen. 4DT capability, with
time being the fourth dimension, is defined as the ability to
precisely fly an assigned 3D trajectory while meeting specified
timing constraints on arrival at waypoints [1]. This will allow
high density flows that rely on controlled times of arrival for
critical resources, including entry and exit to/from airspace
sectors, taxiways, and runways [1].

However, even with the deployment of the very best 4D
trajectory precision and navigation tools, adherence to 4D
trajectories will not be perfect. Sources of imprecision include
airframe-to-airframe variation in aerodynamic performance,
limitations in wind prediction capability, variations in flight
crew technique, and varying degrees of exactitude in
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navigational performance [1]. As the NAS evolves from its
current state to a future condition where location precision is
maximized, a spectrum of trajectory uncertainty will be
manifested. It will range from low precision, corresponding to
today's operations in the NAS, to almost perfect precision,
brought on by full deployment of precision navigation and 4DT
trajectory awareness tools. For a comparison of delays
corresponding to the two ends of this precision spectrum, see
[2]. While the models for such cases are well established, it is
far more challenging to consider intermediate levels of
stochasticity. Such cases are far more representative of the
future NAS, in which trajectory adherence will be imperfect.
Thus, the objective of this paper is to model 4DT aircraft
operations in NextGen using queueing theory, in a way that
accounts for levels of trajectory uncertainty in all intermediate
phases of precision navigation deployment.

Existing analytical queueing models typically assume that
the aircraft arrival process at an airport’s terminal airspace area
is a non-homogeneous Poisson process [3]. The Poisson-
arrivals assumption implies that the variance in total number of
arrivals within a given time interval is inherently structured in
the model, equal to the mean number of arrivals. However,
such a formulation does not control for different levels of
uncertainty, which this research study aims to capture by
incorporating imprecision in trajectory execution as a
parameter in the model. Therefore, a queueing model with
arrivals that are scheduled to a server is proposed in this paper,
to analyze flight delays in a high-precision trajectory-based
operational environment, as currently being planned for
NextGen.

Queueing models with scheduled arrivals have been
proposed to study port operations. Sabria and Daganzo [4]
examine single server queueing systems where customers must
be served in an order that is specified by a timetable, i.e. in a
First-Scheduled-First-Served (FSFS) manner. Each customer
has a scheduled time of arrival at the server, where they
actually arrive with some stochastic lateness (positive or
negative). Exact transient solutions are obtained for the case
when the lateness distribution is Gumbel, and service times are
deterministic.

In the present paper, stochastic deviations from scheduled
times of arrival are assumed to follow a Normal distribution.
Under that condition, exact estimates for each customer’s
expected queueing delay are intractable. It is, however, feasible
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to obtain approximate estimates by employing a well-known
technique, the Clark approximation method. We further
demonstrate that, in the context of metered aircraft operations,
this method yields accurate estimates, when compared to
simulation results.

Our analysis begins by focusing at a single server, and
without explicitly considering the effect of runway occupancy
time in queue propagation. In the second part of the paper, we
extend our model to account for aircraft’s time to clear the
runway, and also to the case with two servers that aircraft must
traverse. Those model extensions facilitate the analysis of
super-density arrivals in NextGen [1], where aircraft progress
through a series of waypoints at controlled times of arrival, on
their descent to the runway.

The rest of the paper is organized as follows: Section II
presents the general form of our model and discusses the
applicability of Clark’s approximation method to obtain
estimates for the expected queueing delay of each airplane. In
Section III the model is further developed to handle aircraft’s
runway occupancy time as a separate random variable.
Moreover, the model is extended to estimate delays when
aircraft traverse two consecutive servers. That constitutes the
analysis unit for a network of queues in series. Finally, Section
IV summarizes our main findings and conclusions.

II.  THE MODEL AND AN APPROXIMATE SOLUTION

A. Model Formulation

Our queueing system consists of a single fix, which may be
a point in the airspace or a runway’s threshold, and of airplanes
that must cross it. Aircraft are assigned scheduled times of
arrival at the fix, and fly 4D trajectories to traverse it just on
time. However, due to imprecise adherence in assigned
trajectories, each aircraft’s actual time of arrival at the fix has
some stochastic deviation from its scheduled time of arrival.
The sources of imprecision may include airframe-to-airframe
variation in aerodynamic performance, limitations in wind
prediction capability, variations in flight crew technique, and
varying degrees of exactitude in navigational performance [1].
In addition, consecutive aircraft must maintain a minimum
headway #/ for safety reasons, which can vary over pairs of
arriving aircraft. Since air traffic controllers impose the exact
values for %, we consider it as a deterministic variable in our
model that reflects a particular air traffic control policy
initiative. Moreover, we assume that / is the binding constraint
among all factors that may affect the required minimum
separation between consecutive aircraft.

Following Sabria and Daganzo’s approach, each airplane i
has an arrival time at the server A4; that consists of a
deterministic and a stochastic portion. The deterministic
component q; is the scheduled arrival time at the fix, while the

stochastic component is denoted as /Nll- and represents the

lateness (positive or negative) with which the aircraft arrives at
the fix, due to imprecision in trajectory adherence. Therefore,

wehave A =a, +A, .
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If deviations A's are small relative to the headway

a —a

.—a,, between successive scheduled arrivals, serving
aircraft on a FSFS order will not result in excessive delays. As

an order of magnitude, NextGen planners foresee values of
10 seconds for A, [5]. Under a FSFS queue discipline, the
actual time airplane / departs from the server, D;, would be 4; if
there were no queue at the server by the time it arrived, or the
time the previous scheduled aircraft i-1 crossed the fix plus a
minimum required headway 4, ,; between the two aircraft. The
actual times that aircraft cross the fix would then be:

D, =A,
D, =max(A,.D,_, +h_,), Viz2

i

If there were no stochasticity in the system, the

deterministic time of departure from the server would be:
d, =max(a,d_ +h_,), Vi=2

Accounting for stochasticity, the actual departure time from
the server of airplane i, D;, can also be expressed as the sum of
a deterministic and a stochastic quantity:

D,=d +D,
where
D, =A (1a)
D, =max(a,+A.d_ +D_ +h_,)-d.Viz2 (Ib)

We assume that ;1,. follows a normal distribution with zero
mean (without loss of generality), and standard deviation ©;,.

Moreover, if A, ’s are correlated, the vector of stochastic errors
;1[ follows a multivariate normal distribution with zero means,

and a covariance structure X: A ~ Normal (0,X). The
normality assumption stems from the observation that the
probability distribution for A, is generated by convolving the

individual distributions of low-correlated stochastic factors. A
similar argument is proposed by Meyn and Erzberger [6], who,
in a study of scheduling logic and accuracy for terminal area
arrival traffic, also approximate the accuracy of flights meeting
their scheduled meter fix arrival times with a normal

distribution. It should be emphasized, that Al. 's do not represent

factors such as severe weather, departure delays, or en-route
congestion that cause significant amounts of delays; lateness
effects due to such factors have already been incorporated in
the calculation of scheduled times of arrival a;.

In practice, values for standard deviations o, could be

aggregated to represent classes of aircraft that have similar
capabilities of adherence to 4D trajectories. For example, one
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could assume two different values for the standard deviation,
o, and oy, in order to roughly represent aircraft with and

without Required Navigation Performance (RNP) capability.

B. Solution with Clark’s Approximation Method

In (1), for i=2 both terms of the max operator are
normally distributed. The max operation on normal random
variables, in contrast to the add operation, does not yield a
normal random variable. A well-known result due to Clark [7]
provides analytical formulas for the mean and variance of the
maximum of two normally distributed random variables. Let X
and Y be normally distributed random variables,
X ~N(u,,0y,) and Y ~N(u,,0,), p represent the
correlation coefficient between X and Y, and Z be the
maximum of X and ¥, Z 2 max(X,Y). The mean u, and

variance O ; of Z are then:
Hy = U (o) + py P(—0) + ()
0} = (0} + 43 ) )+ (0] + 45 ) P(-)
+ (b + 1ty ) Yo(0) - 117

where

>

(oﬁ +0; — ZpO'XGY)”z
(:ux _.uy)/y
o(x)= («/2_)71 -exp(—x*/2)

2()2 [ plx)ax

Y
o

11>

The coefficient of linear correlation between Z and a third
normal random variable W, r[Z,W], can also be estimated,
given that we know the coefficients of linear correlation
between X and W ( Pxw ), and between Y and W ( py,w) :

r[W’Z] = (O—xpx,wq)((x)'i' Gypy,wq)(_a)) /o,

The above formulas give the exact mean and variance of Z.
The approximation is introduced by assuming that Z follows a

normal distribution with mean p, and variance O ; As a

result, it becomes feasible to obtain approximate estimates for
the moments of the maximum of three or more normal random
variables.

In the context of our problem with scheduled aircraft
arrivals, Clark's method can be used for alli=2 to

approximate D,'s as normal random variables, and estimate
their mean FE(D,) and variance Var(D,) in a recursive

manner:

E(D))=a®(a,)+[ E(D_)+h_, |®(-a)+7,0() @)
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Var(D,) = (02 +a? ) ®(e,) +

+[Var(D,._l)+ [E(D)+h., ]qun(—a,.) 3)
+[a,+E(D_)+h., ]vo(e)-[E(D)]
r[A..D.]=10, -p, - ®(c,)+
+Var(D_,) - p, - ®(~a, )1/ Var(D,) @
where
v.=(0f +Var(D)~2-p-0, WVar(D)) )
o, =(a,~E(D_)~h_,)/7, (6)

and at each iteration i

pzr[Ai’Di—l]’ P =r[Ai+l’Ai]’ P zr[AiH’Di—l]'

Note that r[AI.,DH] and r[A,.H,DH] are obtained
through equation (4) in previous iterations. Effectively, the
method is implemented by estimating r [A,. ,Dk] at each step £,

for all i > k. Moreover, r [A

-4 ] is considered as input from
covariance matrix X. Equations (2)—(6) are easy to program and
they are computationally efficient. Finally, for a stream of N
flights scheduled to arrive at a fix, the total expected delay is

defined as:

E[WN]é[IZN{E(D,.)—a,}

This completes the formulation of our queueing model. In
summary, the model requires as inputs a schedule of arrival
times a;, a capacity profile expressed in terms of required
minimum headways /4,1, and a covariance matrix of trajectory
adherence errors X. These, coupled with the assumption for
normally distributed trajectory adherence errors, enable the
estimation of expected flight delays through Clark's
approximation method.

C. Approximation Error

Although the maximum Z of two normal random variables
X and Y is not normally distributed, our model is based on
approximating Z with a normal random variable. In particular,
in estimating D, = maX(Al. ,D,_, + hHJ.) it is assumed that D;,
is normally distributed. That enables the estimation of the mean
and variance of D,, which is then also approximated as a
normal random variable. However, each pair-wise operation
introduces some error that is propagated and might affect the
accuracy of our estimates.

To test the accuracy of Clark’s Approximation Method in
the context of our analysis, several operational scenarios were

ISBN 978-1-4507-1468-6



4th International Conference on Research in Air Transportation

considered. The estimates of the analytical queueing model
were then compared against the average estimates from 10°*
Monte Carlo simulation runs, which is considered as ground
truth.

Each operational scenario was formulated as follows: a
total of 120 aircraft must cross a fix, and the minimum required
separation between any two successive aircraft is set to
h_ . =30,60, or 90 seconds. Each aircraft is assigned a

scheduled time of arrival at the server a,=a,  +h,

-1,

i-1,i
+b,

where b denotes a buffer time inserted. Aircraft arrive at the
server with some imprecision that follows a normal distribution
and has a standard deviation ¢. Zero covariance was assumed
across the aircraft arrival times at the server 4;. A total of 90
scenarios were examined:

e 10 different sequences of h,_,; (each sequence has an

1,

equal mix of 30, 60, and 90 seconds)

e b =0, 10, and 20 seconds (held constant within each
sequence)

e ¢ =10 seconds (uniform across all aircraft), 30 seconds
(uniform across all aircraft), and an equal mix of both.

Two metrics for the approximation method accuracy were
considered:

e Percentage Error in Total
E[W, ™ - E[W,]

E [WN ]sim

Delay % (PE):

sim

-100

e Flight Departure Time Mean Absolute Deviation

i |Diappr _ Dixim
(MAD): =

The first metric evaluates the accuracy of the Clark
approximation method in estimating the expected total aircraft

delay E [WN] . The second metric evaluates the accuracy of the

method in estimating the expected queueing delay for each
aircraft.

The results are presented in Table 1. Each entry in the table
represents the average value across the ten scenarios of
different h_,. sequences. The Total Delay PE metric indicates

-1,

that the approximation method is within -8% accuracy in
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estimating the total delay in the system, as compared to
simulation. The MAD metric indicates that the approximation
method estimates the expected delay of each aircraft with
accuracy better than 1 second, on average. The accuracy of the
method slightly decreases when the fleet contains aircraft with
different navigation capabilities. This must be due to
heterogeneity in the variance of the normal distributions for A4;
that enters in the max operator in each step of the recursion. In
summary, these experimental results indicate that our proposed
model accurately predicts operational consequences of metered
operations with good but imperfect 4DT adherence, be
expected in NextGen.

III. MODEL EXTENSIONS

A. Runway Occupancy Time (ROT)

So far we have considered a generic minimum separation
requirement /_,, between two successive arriving aircraft. In

this section we distinguish between airborne separation
requirement, and the single runway occupancy rule. While the
first constraint imposes minimum safety headways between
pairs of leading and trailing aircraft when airborne, the second
constraint requires that no more than one aircraft may occupy
the runway at any time moment.

Similar to the formulation in section II.A, our queueing
system consists of a single fix, which is the runway’s threshold.
Aircraft are assigned scheduled times of arrival at the
threshold, which they must cross in the order specified by the
schedule. We define as O, the time period from the moment

aircraft i crosses the runway threshold to the moment it has
completely exited the runway. Moreover, let /., denote the
required minimum airborne headway at the moment when the
leading aircraft i traverses the runway threshold. Letting

A and D,;be the actual times of arrival and departure,
respectively, from the server, we have:

D, = A (7a)

D, =max(A,,D,_, +h, (7b)

-1,

D_,+0_).Viz2

Therefore, the time when each aircraft traverses the runway
threshold is determined by three factors:

e The time it would arrive at the fix in the absence of

TABLE 1. RESULTS OF APPROXIMATION ACCURACY TESTS
Buffer = 0 (sec) Buffer = 10 (sec) Buffer = 20 (sec)
Total Delay PE MAD (sec) Total Delay PE MAD (sec) Total Delay PE MAD (sec)
o =10 (sec) -0.62% 0.14 -3.26% 0.09 -3.93% 0.08
o =30 (sec) -0.49% 0.35 -1.69% 0.35 -2.41% 0.31
Mixed -1.52% 0.89 -5.74% 0.65 -7.70% 0.44
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queue, A,

e The time the previous aircraft crossed the fix plus the
minimum required headway, D, | +h,_,;

e The time the previous aircraft exited the runway,
Di—l + Oi—l

The shape of the ROT distribution may vary among
different runways. For example, Xie et al. [8] fit a normal
distribution to ROT data collected at ATL airport, while Jeddi
et al. [9] fit a beta distribution to data from DTW. In this paper,
we approximate the probability distribution of O, as normal
and with uniform parameters across all landing aircraft:

0, ~ Normal(,uo,co) for all 7.

As a result, we can employ the Clark approximation
method to estimate the mean and variance of D,. That is

performed in two  steps; first we define as
L, 2 max(D,_, + D, +0,.,). It can be shown that the

coefficient of linear correlation between the two terms in the
max operator is

h,

-1,

r[D_,.D,, +0,,|=(Var[D_ ]/ Var[D_ +0,])".

i

Applying (2)—(6) we compute E [Ll.] and Var[L,.]. Next,
we use those estimates in the second step to estimate
D, =max(A[,Ll.), employing again Clark’s approximation
formulas (2)—(6). Note that 4; is independent of L; and, as in
section IL.A, it is assumed normally distributed around a
scheduled time of arrival a; with standard deviation ©,.

The above model is applicable only when there is evidence
that the ROT distribution at a given runway can be
approximated by a normal distribution. A model with non-
normal distribution is the subject of ongoing research.

B. System with two servers

In this section we present a formulation to model the
progression of aircraft through a series of servers. That is often
the case with operations in the terminal airspace area of large
metropolitan airports, where aircraft are metered at entry fixes
and must precisely fly an assigned trajectory throughout their
descent to the runway. Such procedures are currently in place
in PHL [10] and DFW [11], and are expected to predominate in
NextGen under super-density arrival/departure operations [1].
We seek to estimate aircraft’s expected times of departure from
each fix, given scheduled times of arrival at each fix as input.

The following analysis assumes that aircraft are assigned
scheduled times of arrival at each fix, and that they cross each
fix in the order specified by the schedule. Therefore, it suffices
to consider only two fixes, as the extension to three or more is

straightforward. Let D,, denote the time moment aircraft i

departs from upstream Fix 1, D,, the moment when the same
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aircraft departs from downstream Fix 2, and F the set of flights
that traverse both fixes. Also, let 7. be the unimpeded (from
queueing effects) travel time of aircraft i between the two fixes.
Consistent with our previous analysis, we assume that 7 ’s are

normally distributed around f;’s with covariance structure X:
T ~Normal (t,X). The departure time of aircraft i from
downstream Fix 2 can be expressed as:

Dl,z = D1,1 +T, (8a)

D, =max (D, +T,.D_,+h_,), Vi=2  (8b)

Our goal is to estimate E [Dil] by employing (2)—(6). The
main difficulty arises in (4), estimating the coefficient of linear
correlation r[D,.Yl +T,,D, J . That is addressed through a

i-1,2
series of steps, described in the following algorithm:

Step 0: Estimate E [Dl.y, :I for all aircraft departing from Fix
1 through (2)—~(6). For each aircraft’s departure time D,
estimate its coefficient of linear correlation with all preceding

aircraft k<i:
_ JVal’(D,-_H)'r|:D,-_|_|ka,| '(l_q)(ai))
\/Var(D,.’l)

Step 1: For the first aircraft departing from Fix 2 set

r[DiJ’Dk,l

r[Dl.J +T,,D,, |= r[D.

il

D, ] forallie F

Step k: Forall i € Fandi >k , compute

r[D, +T,.D,, ]= [JVar(DkJ +T,)-p, ®(a,)+
+Var(D,_,,)- p, - ®(~a )1/ var(D,.,)

where p, = VI:D,-,l +T;.D,, +Tk:|
and P, = r|:D,'71 +T1”Dk—1.2 .

To estimate p, , first it can be easily shown that for any pair
@, k):

Cov| D, +T,,D,, +T, | = Cov[ D,

il

Dy, |+ Cov[T,.T,].

Thus, Cov[Dl.,1 ,D,, | is computed in Step 0, while
COV[T[ ,Tk] is given as input in X. Finally, p, is computed in
step k—1.

The reader will recognize that we have outlined a
computational procedure for providing estimates of mean
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departure times from the downstream Fix 2. Future research
will attempt to relax the FISFS assumption, to model situations
where aircraft approaching from different directions merge at a
fix, and adherence to the scheduled order for crossing the fix is
not mandatory if an aircraft deviates significantly from its
scheduled time of arrival. Moreover, the accuracy of the Clark
approximation method in the context of the queueing model
with multiple servers needs to be validated against simulation.

IV. SUMMARY AND CONCLUSIONS

In this paper a queueing model for trajectory-based aircraft
operations is presented. Flights are assigned scheduled times of
arrival at a fix, which they must cross in the order of the
schedule. Aircraft meet these times with some stochastic error
that is assumed to follow a normal distribution. A recursive
queueing model was formulated, and the Clark approximation
method was implemented to analytically approximate the mean
and variance of individual aircraft delays. The model was
extended to include aircraft’s runway occupancy time as a
separate random variable, and also to capture the progression
of aircraft through two servers.

All formulations provide analytical estimates of the
expected queueing delay, without requiring any simulation.
That, especially for a network of queues, can facilitate the
exploration of a wide range of demand and capacity scenarios.
Moreover, aircraft precision is handled as a model parameter,
thus allowing for sensitivity analysis of delays as a function of
adherence to 4DT’s. Finally, the accuracy tests presented in
this paper indicate that the Clark approximation method can
provide with accurate estimates in the context of queueing
models with scheduled arrivals at a single server.

ACKNOWLEDGMENT

This research effort was sponsored by NASA under Award
# NNX07AP16A. The authors would like to thank Mr. Todd

66

Budapest, June 01-04, 2010

Farley, AFT Branch Chief at NASA Ames Research Center,
for his valuable comments and support.

REFERENCES

“Concept of Operations for the Next Generation Air Transportation
System,” Joint Planning and Development Office, Version 2.0, 2007.

M. Hansen, T. Nikoleris, D. Lovell, K. Vlachou, and A. Odoni, “Use of
Queuing Models to Estimate Delay Savings from 4D Trajectory
Precision,” 8th USA/Europe Air Traffic Management Research and
Development Seminar, Napa, CA, 2009.

(1]

B. O. Koopman, “Air-Terminal Queues under Time-Dependent
Conditions,” Operations Research, Vol. 20, No. 6, 1972, pp. 1089-1114.

F. Sabria and C. F. Daganzo, “Approximate Expressions for Queueing
Systems with Scheduled Arrivals and an Established Service Order,”
Transportation Science, Vol. 23, No. 3, 1989, pp. 159-165.

H. Swenson, R. Barhydt, and M. Landis. Next Generation Air
Transportation System (NGATS) Air Traffic Management (ATM)-
Airspace Project, Reference Material. External release version, NASA
Ames Research Center, June 2006.

L. A. Meyn and H. Erzberger, “Airport Arrival Capacity Benefits Due to
Improved Scheduling Accuracy,” AIAA S5th Aviation Technology,
Integration and Operations (ATIO) Forum, Arlington, VA, 2005.

C. E. Clark, “The Greatest of a Finite Set of Random Variables,”
Operations Research, Vol. 9, No. 2, 1961, pp. 145-162.

Y. Xie, J. Shortle, and G. Donohue, “Runway landing safety analysis: a
case study of Atlanta Hartsfield Airport,” Proceedings of the 22nd
Digital Avionics Systems Conference, Indianapolis, IN, 2003.

B. Jeddi, J. Shortle, and L. Sherry, “Statistics of the approach process at
Detroit Metropolitan Wayne County Airport,” Second International
Conference on Research in Air Transportation (ICRAT), Belgrade,
Serbia and Montenegro, 2006.

S. Landry, T. Farley, J. Foster, S. Green, T. Hoang, and G. L. Wong,
“Distributed scheduling architecture for multi-center time-based
metering,” AIAA 3rd Aviation Technology, Integration and Operations
(ATIO) Forum, Denver, CO, 2003.

H. N. Swenson, T. Hoang, S. Engelland, D. Vincent, T. Sanders, B.
Sanford, and K. Heere, “Design and Operational Evaluation of the
Traffic Management Advisor at the Fort Worth Air Route Traffic
Control Center,” First USA/Europe Air Traffic Management Research
and Development Seminar, Saclay, France, 1997.

[10]

[11]

ISBN 978-1-4507-1468-6



4th International Conference on Research in Air Transportation

Budapest, June 01-04, 2010

Applying Economy-wide Modeling to NextGen
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Abstract—This paper applies an economy-wide modeling
framework, computable general equilibrium, to trace how the
Next Generation Air Transportation System (NextGen) could
impact non-aviation industries. The specific model used is an
adaptation of Monash University’s U.S. Applied General
Equilibrium model known as USAGE-Air. Modeling results
presented here are based on a simple notional representation of
NextGen costs and benefits.

Keywords- economics, investment,
general equilibrium, CGE

NextGen, computable

l. INTRODUCTION

Most proponents of National Airspace System (NAS)
modernization cite the direct benefits of investing in the Next
Generation Air Transportation System (NextGen), including
delay reduction, and resource savings from flights using
airspace more efficiently, increased system reliability during
bad weather, safety improvements, and other potential gains.
Many NextGen benefits are only possible with significant
investment costs, both public and private. As a result, the Joint
Program Development Office (JPDO) and the Federal Aviation
Administration (FAA) have been building the case
quantitatively to justify the cost of investment to Congress and
other stakeholders. Environmental impacts are also being
examined for noise, emissions, and climate change. Thus, the
NextGen analyses to date have been on impact to the aviation
system users and consumers, including airlines, the FAA, the
traveling public, consumers of air cargo services or military
aviation. (See, e.g., [1]).

Given this industry-level focus on NextGen, additional
benefits beyond the aviation industry have not yet been fully
studied. The focus of this research is to describe the economic
benefits of a notional representation of NextGen to the broader
economy outside the aviation industry. This work includes
quantifying the impact on other industries in the economy, and
describing the impact on such macroeconomic values as Gross
Domestic Product (GDP) as well. This puts the NextGen
benefits in a broader, economy-wide context and quantifies
benefits accruing beyond the aviation industry. It is intended
that this research be complementary to ongoing aviation-
specific benefits analyses, as the industry level analyses
represent and important input for this effort.

While aviation’s impact on the economy has been
previously assessed [2, 3], this has been from an input-output
perspective. There are two general techniques known for
capturing quantitative cross-industry impacts: input-output (I-
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0O) modeling [4] and computable general equilibrium (CGE)
modeling [5] (often referred to as applied general equilibrium).
I-O models rely on detailed data covering the resource flows
between industries. Generally, for the United States (U.S.),
these data come from the Bureau of Economic Analysis (BEA).
In operation, if an increase in output in one industry is fed into
an 1-O model, it will produce the increase in gross output due
to an increase in the inputs required to produce it. 1-O models,
however, do not usually include price implications necessary
for consistency and reflecting resource constraints.  For
example, in a pure I-O framework, one might be able to greatly
expand a particular industry while never encountering the
inhibiting effect of driving up the cost of its material or labor
inputs. Chang, et al. [6] compares the prediction of an I-O
model to one made using a CGE model. It illustrates that CGE
models use the same detailed commodity flow data as I-O
models, but add a degree of behavior and dynamics in the form
of price responses through demand and supply relationships,
and thus achieve a more realistic and consistent result.

I-O analysis (of the past, as distinct from I-O modeling for
simulation of possible futures) has been used to estimate the
contribution of air transportation, and of the value added by the
air transportation industry, to the U.S. GDP in 1992 [2]. The
most recent such study [3] looking at the economic
contribution of aviation finds that aviation accounts for 5.6% of
the total U.S. economy. However, this number does not give
us an estimate on the potential broad impact of implementing
NextGen. The work presented here using CGE modeling,
offering a dynamic capability appropriate for looking forward
at how significant changes in the aviation industry could have a
broader economic impact.

Il.  BASIC INDUSTRY ECONOMIC RESPONSES

NextGen will potentially reduce the costs of operating at
current levels of traffic through time and fuel saving advances
enabled by a variety of technologies, concepts, and capabilities
(Required Navigation Performance (RNP)/Area Navigation
(RNAV) optimized routes, for example), and by optimizing
constrained resources associated with delay. The efficiency
gains would also reduce the cost of expanding traffic levels,
since the marginal cost of incrementally adding additional
flights to a system operating below capacity can be much less
than adding flights when demand is already nearly at capacity.
This implies an expansion of airline industry supply. This is
illustrated in Fig. 1 as the shift from supply curve S1 to S2,
showing that at any given price, the supplier (the air carrier)
would be willing to sell more. Notionally, in Fig. 1, the
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quantity is represented as revenue passenger miles (RPMs) and
the price could be in terms of yield, fare, or some other form of
price.

Moving along the original demand curve, D1, this
expansion in supply would put downward pressure on prices.
Note that demand refers to people buying air transport services
from the air carrier (not demand for air traffic services on the
part of air carriers). If consumers of air transport services only
respond to NextGen by responding to a decrease in prices, their
response is captured by the existing D1 demand curve.
However, if enhanced safety, reduced delay, increased
reliability, or any other perceived features of the NextGen
enhancements prompt them to want more air travel at any
given price, then the demand response would reflect an
increase in demand, as illustrated by the shift from D1 to D2.

Fare,
Yield, or
Other
Explicit
Price

D,

Q
Quantity of Air Travel (NAS-wide RPMs per Year)

Q: Qs

FIGURE 1. NOTIONAL SUPPLY AND DEMAND RESPONSES TO NEXTGEN

With or without the extra demand shift response to
NextGen, the amount of air travel expands, as both the increase
in supply and increase in demand would put upward pressure
on quantity. The increase in supply puts downward pressure
on price, while the demand shift, if it takes place, would put
upward pressure on prices, making the final impact on prices
ambiguous (it would depend on the magnitude of the shifts and
the relative slopes of the curves).

I1l.  EcoNoMmIC RESPONSES—ACROSS THE ECONOMY

To understand how NextGen and the resulting changes to
demand and supply inside the aviation market translate into
economy-wide impacts, consider Fig. 2. First, NextGen itself
would change air carriers’ pattern of resource use. This is best
illustrated in the case of fuel savings, though relevant to many
time dependent resources. An expansion in supply in the
aviation industry may also imply that airlines will use more of
the resources necessary for producing air transport services.
Both of these effects are illustrated as the relationship between
the Airline Industry Supply and the Production Demand for
Aviation Inputs.
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FIGURE 2. THE CONCEPT OF ECONOMY-WIDE LINKAGES

Even if not considering a demand curve shift, falling fares
would imply a change in broader household spending patterns,
impacting household spending on other commaodities. Beyond
household demand for air travel, some air travel is consumed
by businesses (Production Air Demand in Fig. 2). This could
take the form of employees flying to work sites, or movement
of inventories, or receipt of shipped supplies. Through this
Production Air Demand, the NextGen improvements could
have an impact on the output of other commodities, which
could cycle through another round of consumer demand
impacts and production demand impacts and further.

In most CGE maodels, e.g. [5, 7, 8], even labor is subject to
market clearing. In the short-term, labor employment may be
able to rise in the CGE model temporarily until wages adjust
(consistent with the macroeconomic concept of “sticky
wages”), long run employment levels are considered a function
of demographics in the model—markets clear at equilibrium
levels and unemployment associated with business cycles is not
a focus. This is not a shortcoming of CGE, but rather is
reflective of its purpose looking at long run trends and
relationships amongst industries rather than modeling business
cycles such as the recent recession.

Fig. 3 offers the classic, simple circular flow diagram of the
economy. Obviously, the economy is significantly more
complicated, but the circular flow diagram captures the big
picture of the flows between the consumers and industries, both
in the form of demand for final goods and services, but also in
the form of labor and other primary factors of production
provided by households. Further, Fig. 3 illustrates industries
buying outputs amongst each other (outputs traded among
industries are called “intermediate” commodities). Foreign
trade is a necessary component for consistently capturing all of
the economic activity. Finally, Fig. 3 also shows the
government related flows in the form of government services
and taxes. The circular flow diagram essentially describes the
conceptual structure of an economy-wide CGE model.
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FIGURE 3. SIMPLE SCHEMATIC OF AN ECONOMY OR A CGE MODEL

While there are many CGE models across the academic
economic literature, government agencies, and other sources, a
smaller number of CGE models are particularly relevant to the
economic analyses of U.S. federal agencies. The one that this
research focuses on is a variant of the U.S. Applied General
Equilibrium Model (USAGE) developed and maintained by the
Monash University Centre of Policy Studies [7, 8]. USAGE
has been used in analyses for the U.S. International Trade
Commission [7], the U.S. Department of Agriculture [9], and
other federal agencies. A different model, a version of the
Global Trade Analysis Project (GTAP) CGE model, has been
used to predict the impact of the U.S.-EU Open Aviation Area
Agreement on the economies of the United States and the
European Union [10].

The full USAGE model has a level of detail that includes
almost 500 industries. There are two more widely circulated
“Mini-USAGE” models—one has almost 40 industries and the
other [11] only 5, but neither includes an air transport industry
distinct from the broader transportation industry, as does the
full USAGE model. We have worked with Monash University
to bring about “USAGE-Air” [12] which capitalizes on the
best, most relevant features of the full and “mini” USAGE
versions tailored to analysis of national aviation issues.
Currently with 59 industries and 62 commaodities, USAGE-Air
offers the ease of reasonable run times on a standard personal
computer (PC) with a tractable number of variables to work
with, but offers significant disaggregation of the air transport
industry more like the detail available in the full model. The
axis labels of Fig. 6 and Appendix A of [2] have a full list of
these industries.

In general, for large, complex model like USAGE-AIR there
are two primary types of uncertainty which can affect the
validity of the response: 1) structural uncertainty and
2) parametric uncertainty. Incomplete or incorrect knowledge
about the relationships, forms, or designs in the system being
modeled all contribute to structural uncertainty.  The
knowledge may include dimensionality, model resolution,
missing or poorly understood system dynamics, and
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parameterized dynamics. On the other hand, parametric
uncertainty is attributable to imperfect information on the
values of the inputs or parameters used to calibrate the
behavior of a model given a particular model formulation.
Parametric uncertainty is expected to be the main vulnerability
of USAGE-AIR.

Peter Dixon and Maureen Rimmer have conducted
validation of the USAGE model [14] by testing how much and
how much better the model can forecast the past, i.e., how the
forecast error diminishes, when the model’s input variables
which are economic forecasts themselves, are replaced with the
actual, historical numbers. Dixon and Rimmer find that in this
case the USAGE model’s forecasting performance is greatly
enhanced when the model is given the truth about its sets of
exogenous variables, macro/energy, trade, and
technology/preferences. In the event that the current
exogenous Vvariables are the best estimates available, the
validity of the model can be improved by understating the
magnitude of the parametric uncertainty within the model.
This is the approach currently in place for this research, and is
continuing to be developed.

IV. REPRESENTING NEXTGEN IN AN EcONOMIC MODEL

Translating operational impacts to inputs for the CGE
model runs involves applying quantitative changes to the
detailed patterns of resource use for the industry being
examined. This pattern of resource use is known as a
production function. The production function reflects inputs
required to produce output given the state of production
technology. Fig. 4 contains a notional representation of this
production function relationship, combining labor, facilities,
equipment, materials, and services to generate output.

Economic Model

Operational Models

and Analysis INDUSIRAN
Labor
Operational Variables: Facilities. Equipment | Industry
* Time [ Materials Outputs
* Fuel Services
» Other Materials

ALL OTHER INDUSTRIES

Translationinto %
changesin ~ Labor,
resources used to Eacilities, Equipment -
produceoutputs. [ Materials ﬁ:
: Services Aulpuls
v
FINAL USE

(Consumption, Government, Export, Investment)

FIGURE 4. PUTTING OPERATIONAL CHANGES INTO THE ECONOMIC MODEL

Fig. 4 also illustrates the relationships between industries’
production functions, as one industry’s output may be used as
input to make another kind of good or service. This kind of
connection, one industry’s output being used as an input by
other industries, is one of the ways effects of NextGen could
propagate across the economy. Changes to the production
function are applied as percent changes. In some cases,
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applying a resource-saving change could result in an absolute
increase in resources used. For example, if resources savings
result in an expansion of output, an industry could end up using
more resources in total. In the model, units of output are
measured in 2005 dollars, rather than physical units. These are
capable of representing absolute changes in output because
changes in prices are tracked in a separate index.

Presently, analyses of NextGen benefits and costs are in a
state of being continually updated and refined. Estimates are
revised frequently, and are in the process of being vetted and
validated. Thinking about NextGen holistically, there is a lot
of harmonization of assumptions and pulling together of
analyses across different domains and elements to result in a
comprehensive benefits and costs portfolio that remains to be
finalized. A consequence of this ongoing work is that the
results of these studies are not yet published and widely
available. For this reason, we chose for these model runs to
use a loose, notional representation of NextGen that could be
widely discussed.  This means our assumptions for the
particular model runs presented here are unreferenced,
undocumented—we use notional inputs to understand the
relationship between critical variables in the output. We are
choosing to use these numbers to get a proof of concept that we
can put some type of costs and some type of benefits into the
model and produce results that will break the ground for the
upcoming analysis based on actual, high quality NextGen
benefit and cost analysis.

As stated previously, benefits focus on resource savings.
While we have the flexibility to input different percentage
resource savings for every commaodity used by the air transport
industry, we chose a single uniform savings for these model
runs. In other words, after NextGen is implemented in our
notional case, the reduction in delays and overall
improvements in efficiency imply 9% fewer resources are
consumed to produce any given level of output. This number
chosen while awaiting the comprehensive benefits studies we
will exercise the model on eventually. While there could be
significant difference between fuel savings and the saving of
block time sensitive resources, such detailed specifications of
benefits will be the subject of futures studies carried out in
closer coordination with ongoing NextGen studies. Explicit
government resources savings (air traffic management or
otherwise) are not included in this analysis.

Significant investment will be required to make NextGen a
reality. This will include equipage by operators as well as
investment in ATM on the part of the FAA and the
government. We assumed a notional cost of $40 billion
dollars. A more detailed estimation may suggest higher or
lower costs and will no doubt depend on which user groups are
targeted for equipage and when. Given the $40 billion
estimate, we assume that this will be distributed as
approximately a 50-50split between aviation industry
investment in the form of equipage and government investment
in air traffic infrastructure.

In the model, investment takes place to build capital, which
is a feature in the production function. Here, capital refers to
the types of physical resources required to produce output that
are not entirely consumed in the production of the output—
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meaning they last for continued reuse over time, with some
amount of depreciation (or wearing out) as they are used over
time. Investment decisions are based on expected earning
associated with buying more capital (expected rate of return),
the existing current capital stock, and the rate of depreciation.
To achieve the NextGen investments in our scenarios, we alter
the amount of navigation equipment in the investment profile
for the government and/or aviation industry. The percents
associated with the increased navigation equipment investment
were chosen to result in approximately $40 billion in real
spending (as opposed to nominal, which would include
inflation). Achieving the cost target of $40 billion in the model
required “tuning” a percentage of increased navigation
equipment that results in about $40 billion in spending.

While it is notable that we have communications and
computer-related industries that could be the source of
potential NextGen components present in the model, at the
economy-level these industries are dominated by things like
fiber optic cable, telephone service, and consumer computer
products. It is an area being investigated based in the
aggregation of the data how much of the actual NextGen
infrastructure  will come from each industry—while the
flexibility exists to slice it across many, until we have a
specific portfolio and that additional detail on industry
aggregation relative to the portfolio, we kept the scenarios
simple and based in the navigation equipment industry.

In our simple notional scenarios, we assumed NextGen
implementation, for both benefits and investment costs, would
begin in 2010 and concluded by 2025. This is not based on a
specific portfolio, implementation concept, or anything other
than the basic potential milestone dates that have been broadly
discussed for NextGen. Benefits were assumed to accelerate
(“ramp up”) continuously over this period to reach 9% in 2025.
Investment costs ramp up from 2010 to 2014 to reach a steady
level maintained from 2015 to 2023 and then decline to zero
across 2024 and 2025 (“ramp down”).

While our comprehensive model runs for this phase of our
work consisted of 35 different scenarios, for this paper, we
present two scenarios for NextGen implementation. The
35 scenarios represented different range of variation on the
basic notional assumptions, and included some model runs
touching on subsidies and fees. The difference between the
two scenarios presented here is in who bears the $40 billion in
investment costs. In the first scenario the carriers and the
government are financially responsible for their own direct
portions of the NextGen investment (meaning carriers pay for
equipage in the previously discussed 50-50 split) and in the
second scenario, the government pays for the entire investment
through deficit spending.

In addition to these two scenarios runs, a base case is also
run. The base case represents the course of the economy
absent any of the NextGen changes. It draws on growth
forecasts from the Congressional Budget Office, U.S.
Department of Energy, Energy Information Administration,
U.S. Department of Labor Bureau of Labor Statistics, U.S.
Department of Agriculture, as well as trends in historic data
describing consumer preferences, technology, world demand
for U.S. exports and U.S. demand for imports [7, 8, 12]. The
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focus of this base case forecast and application of the model in
general is for understanding the overall, long run, equilibrium
movement in the economy (equilibrium characterized
consistent with the economic definition—market clearing).
This means that we do not address business cycles—including
the present recession. It is not that this is not an important
focus of economic analysis in general, nor is it an insufficiency
of this work—it is just not a feature of the questions this
research addresses.

V. EcoNoMY-WIDE NEXTGEN IMPACT

Fig. 5 describes the high-level output from the two
scenarios. These results are presented in terms of cumulative
percent deviation from the base case.

0.25
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FIGURE 5. PERCENT INCREASE IN GROSS DOMESTIC PRODUCT
ASSOCIATED WITH EACH NOTIONAL SCENARIO.*

*NOTE: 0.01 ON THE VERTICAL AXIS IN FIGURE 5 IMPLIES 0.01%

The specific variable presented in Fig. 5 is GDP. GDP is a
measurement of the final output of the economy, not counting
goods and services used as intermediates to produce other
goods (no double counting). It essentially represents the
amount of economic output available to support an economy’s
standard of living. While the impact on GDP is measured in
fractions of a percent, the magnitude of GDP means that these
fractions translate to large absolute amounts. The approximate
level of both scenarios in 2025 is $46 billion 2005 dollars.

It is notable that both scenarios result in about one-fifth of a
percent increase in GDP by 2025. This seems to indicate that
at the broad economy-level, it makes little difference in the
long run whether the government pays for NextGen or the
carriers do, though in the mid-term, there is a difference in the
path to that result. After converging at 2025, the scenarios
diverge moving forward toward 2030. The industry and
government split case is high after 2025 relative to the
government only scenario. This is driven by the investment
dynamics and the model’s equilibrium characteristics with
respect to labor, capital, and their respective factor payments.
The investment pattern is shocked over a period of time
changing the relationship between capital and labor [2]. When
the investment shocks ramp down in 2025, there is a temporary
adjustment period to achieve the long run equilibrium that
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results in a fleeting boost to GDP. It is expected that running
these models out further into the future would achieve greater
convergence in the cumulative GDP impact.

Despite this issue with the investment costs, separate cost
only and benefits only model runs reveal that both scenarios
are primarily dominated by the benefits aspect of the scenarios.
Understanding the smaller impact of the cost requires
understanding the difference between industry-level analysis
and economy-wide analysis. In an industry-level study, the
$40 billion in assumed investment costs counts as a whole.
When examining GDP changes here, the $40 billion of extra
spending on navigation equipment represents a deviation of
resources and government debt (depending on the scenario).
Unlike a direct cost benefit analysis, this $40 billion does not
represent a negative in its entire amount, because it still adds
up to being part of GDP. This can be seen by examining the
navigation equipment industry in the industry-level results.
The deviation in resources from their baseline state which
implied profit maximization/cost minimization does have some
cost, reducing GDP growth.

Fig. 6 is a plot of the specific industries included in the
model with their cumulative percent deviation in output (gross
output, including outputs used as intermediates) year-by-year
for the scenario in which government and industry share the
$40 billion of investment.  The industries are roughly
organized in the plot by their type—starting with agriculture
and natural resource-oriented industries to the right, then
manufacturing toward the middle and services toward the left.

Navigation equipment is the industry directly driven by the
investment cost assumptions in the two scenarios. In the years
between 2010 and 2025, the level of investment in navigation
equipment is pushed artificially high relative to the base case.
Once the investments are complete, there is a recoiling to
below the original investment level for years like 2026
reflecting the larger amount of relatively new navigation
equipment in the capital stock. This is a possible area for
tuning the scenario inputs to be more realistic, if we think
navigation equipment will permanently represent an increased
share of the air transport industry’s investment profile. The
increase in air transport (“AirTrans”) appears small, given this
is the industry directly impacted by the resources savings in the
scenario. Investigation into the parameterization of the model
reveals the likely cause of this—the own price elasticity of
demand here for AirTrans is -0.8. This is inelastic, meaning
for every one percent the price of AirTrans falls, there is about
eight-tenths of a percent increase for AirTrans demanded by
consumers.  There is broad literature that estimates and
describes the elasticity of demand for air transport, a great deal
of which is summarized in Gillen, et al. (2002) [15]. Of the
studies summarized and reviewed by Gillen, elasticity has been
estimated as elastic as -3.2, with a median of -1.22. These are
both elastic (less than -1) implying greater than proportional
response for price changes—unlike -0.8. The choice of
elasticity in the current specification of USAGE Air was driven
by Monash’s broad parameterization of the whole economy, as
this was a parameter calculated in common with other modes
of transportation.  Future model runs will use elasticity
estimates from the literature and include sensitivity analysis.
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FIGURE 6. PERCENTAGE DEVIATION FROM BASE INDUSTRY OUTPUT IN THE GOVERNMENT & INDUSTRY INVESTMENT NOTIONAL SCENARIO.*
*NOTE: 1 ON THE VERTICAL AXIS IN FIGURE 6 IMPLIES 1%

It should be noted that demand response would result in a
larger air transport increase (see the discussion of the shift from
D1 to D2 in relation to Fig. 1).

While the increase in air transportation industry was mild,
the increase in domestically produced Air2, the industry that
represents international flights by U.S. flag carriers experiences
a much larger increase in output. Air2’s elasticity is -1.5
(meaning a 1.5% increase in quantity demanded for a 1%
decrease in price). This effect may be strengthened by Air2
being subject to foreign competition (resource savings make
them relatively more competitive and divert some international
traffic away from foreign carriers).

Other spikes that might seem unusual are also present—for
instance, aircraft. When we introduce blanket resource savings
to the air transport industry, we see a small increase in air
transport output relative to those resource savings, so resources
purchased in aggregate actually decline—producing a
reduction in output in the aircraft industry. This is also
observed for petroleum products and other supporting
industries as well. Inclusion of a demand response, described
above, could result in an absolute increase in absolute resource
consumption.

The “arranging passenger transport” industry experiences a
large decline. It sounds like an industry that should experience
a benefit from resource savings in the air transport industry, but
arranging passenger transport is an industry that includes tour
operation and tours excluding sightseeing by various modes,
travel agencies, carpool and vanpool arrangement, and ticket
offices not operated by transportation companies. About 90%
of the output of the arranging passenger transport industry is
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consumed as intermediates—with 40% total being used as
input to air transport itself. As described for the case of
aircraft, with the specification of these scenarios, industries that
produce resources used by air transport experience a decline in
output associated with the specified resource savings. This is
also the case for freight forwarding, which includes different
non-air freight, courier, and warehousing services, though to a
lesser degree. Both freight forwarding and arranging passenger
transport are relatively small in absolute magnitude. Table 2
contains their base value in millions of 2005 dollars along with
the magnitude of some other industries of interest.

Holiday, foreign holiday (FgnHol), and export tourism
(ExpTour) are three further industries of note included in Table
2. Holiday, otherwise known as vacation, represents tourism.
Foreign holiday is tourism by U.S. nationals abroad. Export
tourism describes tourism by foreign nationals in the U.S.,
which, because it represents foreign purchase of U.S. goods,
counts as an export. These industries have no capital and
represent bundled consumption that includes air transport, thus
the growth of holiday and export tourism. Foreign holiday
experiences a slight decline—which makes sense as we have
made domestic tourism more competitive to the foreign and the
improvement in productivity leads to favorable terms of trade
effect for US goods. Fig. 7 is a time series plot of the tourism
industries, air transport, Air2, and aircraft (as representative of
industries that produce air transport inputs). This is the same
data plotted in Fig. 6.
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TABLE 2. 2005 GROSS OUTPUT IN MILLIONS OF 2005 DOLLARS

Industry 2005 Output
Holiday: An industry with no capital that combines other
industries outputs as domestic vacation spending by U.S. $360,990
travelers
Trucking Services $330,261
Export Tourism: Like Holiday, except that it is consumed by $192.736
foreign travelers to the United States and is thus an export '
Al r T'rans portation: Domestic air transportation services $134.509
including passenger and cargo
Foreign Holiday: Like Holiday, but consumed abroad by U.S. $85,397
travelers
Railroad Services $79,018
Aircraft Manufacturing $65,558
Al r?.: Air transportation to/from foreign destinations by U.S. $52,233
carriers
Passenger Transport: Local and intercity passenger transport
. A . $42,631
including taxi, bus, bus charter
Water Transportation $41,706
Navigation Equipment $37,051
Freight Forwarding: Freight forwarding, warehousing &
e - . - . $26,903

storage except by air, including local trucking and courier services
Arrangeming Passenger Transportation: Includes travel

LT . . . $25,142
agencies, ticket offices not operated by transportation companies

It is even more apparent in Fig. 7 that the deviation from
the base for air transport is modest compared to that of holiday
and export tourism. This is easily explained in the case of
export tourism—it tracks very closely with Air2, the variable
describing international flights carried out by U.S. carriers
coming or going from the U.S. Explaining the difference in the
apparent impact on output for holiday and air transport requires
looking at the deviation in the price level from the base case
associated with the scenario. These price deviations are
presented in Fig. 8.

35 4

——Holiday ——FgnHol - =
2.5
—— ExpTour ——AirTrans
2 1 = = Air2 — Aircraft

o
W
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FIGURE 7. INDUSTRY OUTPUT DETAIL IN THE BENEFITS & COSTS

(GOVERNMENT & |NDUSTRY) NOTIONAL SCENARIO*
*NOTE: 1 ON THE VERTICAL AXIS IN FIGURE 7 IMPLIES 1%.
Air transport is about 11% of total intermediate goods that

go into holiday. However, as holiday is an input to export
tourism, there is also some Air2 in holiday. The decrease in
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price in air transport, the price of an input, would stimulate an
increase in supply of holiday, as would the decrease in price of
Air2. While the proportional increases in air transport output
may not seem large enough to support the expansion of
holiday, understanding that Air2 is also an input to holiday as
holiday is an input to export tourism helps reconcile this.

2006
2007
2008
2009

—— Holiday
ExpTour
= = Air2

—— FgnHol
——— AirTrans

-10

212

FIGURE 8. CUMULATIVE PERCENT DEVIATION IN PRICE LEVELS IN THE
NOTIONAL SCENARIO FROM THE BASE*

*NOTE: 1 ON THE VERTICAL AXIS IN FIGURE 8 IMPLIES 1%.

The price decline in air transport is dramatic. A decline in
price and increase in output are consistent with the movement
from equilibrium point A to equilibrium point B in Fig. 1. The
relative magnitude of the price relative to the increase in output
implies a relatively steep demand curve—consistent in
principle though not magnitude with the elasticity assumptions
described previously. This means that further dynamics in the
model are at play beyond multiplying an own price elasticity
parameter by an estimated price change. The source of part of
these dynamics is the relationship between Air2 and air
transport, though a comprehensive view of the dynamics is still
be traced out and described.

VI. SUMMARY: THE ECONOMY & NEXTGEN

This paper provides a first look at the impact of investment
in aviation infrastructure on the rest of the U.S. economy. A
number of extensions will make this model stronger over the
coming months. For instance, the model is calibrated to an
economic “status quo” with gradual efficiency gain over time
in the production functions. If the amount of resources
required for air transport in the NAS is increasing with the
level of NAS congestion (i.e., the amount of time, fuel, etc.
required increases per flight as congestion mounts, a.k.a.
decreasing returns to scale), the current production function
understates the excess congestion costs of “do nothing” future
base case, absent NextGen. This potentially understates the
benefits of the NextGen resource savings. If passengers
respond directly to reduced delay, increased reliability, and
improved safety, as described by D2 in Fig. 1, results could
also be more dramatic. If businesses redesign their distribution
networks, relying more heavily on air transport to deliver their
goods to market, the broader economic impact would also be
altered. Finally, resource savings to the government are also
not considered in these model runs.
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These major refinements are all underway. All have a
tendency to intensify the value of NextGen in the analysis.
This work is a good example of modeling NextGen-style
benefits and costs with CGE modeling, showing it is capable of
estimating the value to the economy of investment in air traffic
modernization. The economy-wide benefits in terms of gain in
GDP strongly dominate the costs in the scenarios presented
here.  Additional scenarios not groomed for this paper,
demonstrate similar features and a strong, positive economic
impact for NextGen, given our notional assumptions.

GDP is a modest proxy for the actual improvement in well
being. It has the advantage of being a familiar concept with a
clear explanation, but as measured in models like these, it can
be subject to index problems and does not necessarily convey
the entire magnitude of the impact. Compensating variation
(CV) and equivalent variation (EV) are two concepts in
economics used to more thoroughly describe welfare
improvements or deteriorations.  Compensating variation
roughly describes how much money could be taken away from
households to leave them just as well off as in the base case,
given the policy scenario (assuming a beneficial scenario—
given a negative scenario money would be given). Equivalent
variation is roughly how much money would have to be given
to households in the base case to make them as well off as they
would have been in the policy scenario (assuming a beneficial
scenario). These concepts are very similar but not the same [5,
16]. In the scenario for industry and government sharing the
cost of NextGen, the model estimates the upper bound on
equivalent variation at 1.32% of household expenditures, and
the lower bound of compensating variation at 1.29% of
household expenditures in 2025.

Efficiency gains in the air transport industry, such as those
associated with NextGen, could be great. These benefits
appear only modestly diminished when modeled with their
investment costs, whether the costs are borne jointly by the
industry and the government or solely by the government,
given the assumptions made for this application. Whether
measured in terms of GDP (0.2% higher GDP in 2025
translates to $46 billion in 2005 dollars) or with the technical
economic welfare measures like equivalent variation and
compensating variation (1.32% and 1.29% of household
expenditures, respectively) our scenarios demonstrate the value
of applying CGE modeling to capture NextGen benefits across
the economy.
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Abstract— There has been growing interest in air transportation
community to develop a routing decision model based on
probabilistic severe weather. In the probabilistic air traffic
management (PATM), decisions are made based on the stochastic
weather information in the expected total cost sense. In this
paper, we propose a geometric model to generate optimal route
choice to hedge against weather risk. The geometric recourse
model (GRM) is a strategic PATM model that incorporates route
hedging and en-route recourse to respond to weather change.
Hedged routes are routes other than nominal or detour route,
and aircraft is re-routed to fly direct to the destination, or
recourse, when the weather restricted airspace become flyable.
Aircraft takes either the first recourse or the second recourse.
The first recourse occurs when weather clears before aircraft
reaches it when flying on the initial route. The second recourse
occurs when the aircraft is at the weather region. There are two
variations of GRM: Single Recourse Model (SRM) with first
recourse only and Dual Recourse Model (DRM) with both the
first and second recourse. When the weather clearance time
follows a uniform distribution, SRM becomes convex with
optimal solution is either at the upper bound or interior.
Convexity gives optimality conditions in a closed form and
analytic interior solution is approximated with marginal error.
We prove that DRM has an important property such that when
the maximum storm duration time is less than the flight time to
the tip of the storm on detour route, it is always optimal to take
the nominal route. Numerical study shows a substantial cost
saving from using geometric recourse model, especially with
DRM. It also indicates the need to consider ground holding in
combination of route hedging.

Keywords-ATM; PATM; stochastic optimization; geometric
model; risk hedging; severe weather event

l. INTRODUCTION

There is a growing interest in air traffic management
(ATM) strategies that incorporate uncertainty in the national
airspace system (NAS). Research in “probabilistic air traffic
management” (PATM) seeks to guide decisions on ground-
holding or otherwise modifying aircraft four-dimensional
trajectories (4DTs) in order to minimize the expected cost, or to
hedge against “worst case” scenarios in the next generation air
transportation system.

This research studies the problem of developing a
minimum-cost aircraft routing strategy when some weather
condition inhibits the use of nominal route for an indefinite
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period. In conventional Air Traffic Management (ATM), two
options are commonly considered in this situation; the flight is
either held at the origin airports until the nominal route
becomes flyable or rerouted to avoid the weather region. The
choice between these options is based upon a deterministic and
conservative characterization of future weather, often resulting
in underutilized airspace and unnecessary delay if the weather
clears early.

In this paper, we propose a geometric model to find an
optimal route when the weather clearance time is stochastic.
The route decision takes into account the probability
distribution of storm clearance times, the possibility of route
hedging, and recourse opportunities. When facing uncertain
weather, there are two potential risks to hedge against:
persistence risk and clearance risk. Persistence risk is the risk
when we take an “optimistic” route and weather persists,
resulting in unplanned re-routing and delay. Clearance risk is
the risk when we take a “pessimistic” route and weather clears
sooner, resulting in unnecessary flight time. To mitigate these
risks, we need to consider intermediate routing options that
may not be chosen under either persistence or clearance, but
hedge against either possibility. In addition, we must consider
how the route might be adjusted if the storm clears during the
course of flight. We assume that the flight plan can be amended
in such event so that the plane can go direct to the destination.

In our model, the routing decision is made based on four
parameters; nominal route between origin and destination
airport, storm location, storm size, and maximum storm
duration time. The optimistic route is the nominal one while
pessimistic route goes around the storm. A hedged route is one
that is between the optimistic and the pessimistic ones. We use
the term “recourse” for a change in a routing that results from
the storm clearing. We consider two recourse possibilities.
First, the storm may clear before the aircraft reaches it, so that
it can be rerouted directly to its destination. This is called the
first recourse. The storm may instead persist beyond the time
when the aircraft reaches it—so that the plane must turn and fly
around it, but clear before the tip of the storm is reached. The
aircraft may then be rerouted direct to the destination; we refer
to this as second recourse.

In our model, which we term the geometric recourse model
(GRM), a triangle is drawn where the base is the nominal route
between the origin and destination airport, and the vertex is the
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tip of the storm, which we assume to be a straight line
perpendicular to the nominal route. We seek routes that
minimize expected total flight cost, which in some cases are
hedged routes. We consider two variations of geometric
recourse model: the single recourse model (SRM) and dual
recourse model (DRM). The SRM allows first recourse only,
while the DRM allows both first and second recourse. Both
SRM and DRM involve reroutes away from the weather
region, while DRM includes reroutes in that region as well.
The SRM is more conservative, while the DRM is more
flexible and results in additional cost saving.

This paper introduces the concept of geometric recourse
model and formulates nonlinear stochastic optimizations for
the SRM and DRM. We assume that the storm clearance time
follows a uniform distribution. With this assumption, we show
that the SRM becomes convex, and find optimality conditions
and the approximate analytic solution in closed form. We also
find the condition that guarantees the nominal route to be
optimal in DRM. Through numerical study, we compare the
total expected flight cost and cost saving for optimal routes
obtained from the SRM and DRM under a wide range of
parameter values.

Il.  BACKGROUND

While traffic in the national airspace system has
temporarily abated, its pre-recession level was approaching the
capacity limit, with air travelers frequently experiencing flight
delays and cancellations. Out of all causes of such delays,
weather has been the most dominant one. According to the US
Department of Transportation, air travelers experienced the
worst flight delay in 2007 since year 2000, and weather
accounted for more than 75% of these delays, as shown in Fig
1.

Causes of National Aviation System Delays
{1anuary - December, 2007)

a\

1988

Annual Flight Delays (%)

mwesther

2000 2001 2002 2003 2004 2005 2006 2007

Figure 1. Annual Flight Delay Trend and Causes of System Delays in 2007
(Data Source: Bureau of Transportation Statistics)

In the event of adverse weather, one of the most widely
used delay mitigation processes is the ground delay program
(GDP). In a GDP, flights are held on the ground at the origin
airport and assigned to new departure times based on available
capacity at the destination airport. Although serving the
purpose of handling the arrival capacity restrictions well, GDP
are less well-suited for airspace capacity restrictions.
Consequently, the Federal Aviation Administration (FAA)
implemented the Airspace Flow Program (AFP) in June 2006.
The purpose of AFP is to control the en-route traffic demand in
regions of airspace that are capacity-constrained, most
commonly as the result of severe weather.
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Neither GDPs nor AFPs explicitly recognize that future
weather is uncertain. As a result, when weather changes
unexpectedly, a significant amount of reactive and tactical
control is required, often resulting in inefficient system
utilization. The motivation of this research is to integrate
probabilistic weather information into strategic planning to
provide flexible and effective decision support in order to
reduce losses from imperfect information about future weather.

There have been numerous efforts to address weather-
related disruptions in the air traffic management. Earlier traffic
flow management models such as Bertsimas [1] and Goodhart
[2], often have a deterministic setting.

LITERATURE REVIEWS

More recently, Nilim et al. [4] proposed a dynamic aircraft
routing model with robust control. This paper adopted shortest-
path algorithms in a grid structure, by discretizing time into
stages when the routing decisions are made, and airspace as a
two-dimensional grid. The weather condition in each potential
storm region is assumed and modeled as a Markovian process
with two states: 0 (No storm) and 1 (Storm). The transition
matrix is estimated based on the historical weather forecasts.
Optimization results show a promising improvement compared
to flying around the storm without recourse.

The method in their paper has a robust control algorithm
that has a wide range of applications. In the air transportation
system however, the frequent routing adjustments entailed by
this approach may place undue workload on controllers and
pilots. Moreover, the Markovian assumption is of doubtful
validity in the context of convective weather. Two of the goals
in our study are to set up a model that has the flexibility to
adopt a variety of probability distributions of storm clearance
times, and to limit re-routing decision to a reasonable number.

Bertsimas et al. [3] proposed a two-stage optimization
model based on a dynamic network flow approach. The authors
set up a multi-aircraft optimization model minimizing the
weather delay cost, based on a deterministic weather scenario.
One important aspect of their study is that the cost function
covers all phases of aircraft operation costs, such as fixed cost,
ground holding cost, aircraft availability, and airborne cost.

From the air traffic management perspective, it would be
ideal to utilize both Ground Delay Program (GDP) and
airborne rerouting to mitigate weather related disruptions,
especially since ground delay is less costly than extra flight
time. Here, we do not explicitly consider the ground delay
option, but instead focus on the choice of routing for a given
time of departure. The extension of the model to support choice
among alternate departure times is discussed at the conclusion
of this paper.

IV. GEOMETRIC RECOURSE MODEL (GRM)

A. Geometric Recourse Model Concept

Consider the problem of routing a single flight in the
presence of a single storm. Given the origin and destination
pair, assume there is a linear storm of known size blocking the
direct route at a certain location. Using these five parameters-
origin (O), destination (D), storm-route intersection (Sc), and
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storm tip (Sr), construct a triangle ODSr, where the nominal
route is the base OD and storm size is the altitude S, Sy, as
illustrated in Fig 2. Note that while the storm has two tips, we
choose the one nearer to SL, since this is the one that the
aircraft would be routed around. Defining the unit of distance
such that the aircraft cruises at a constant speed of 1, we refer
to the base OD as the nominal route, the altitude S S as the
front of the storm and the vertex ST as the tip of the storm. The
route OS;D, which goes around the storm, is called the detour
route. Upon departure, the aircraft may set a course along the
nominal route, the detour route, or one in between.

During the course of the flight, aircraft may be re-routed to
fly direct to the destination when the storm clears; we refer to
such route changes as recourse. Depending on the timing of
storm clearance, there are three recourse possibilities as
illustrated in Fig 3: (a) recourse if the storm clears before the
aircraft reaches it; (b) recourse at the storm front if the storm
persists until after the aircraft reaches it, but clears as the
aircraft flies along the storm front toward the tip; or (c) no
recourse because the storm persists until after the aircraft
reaches the tip of the storm. We define the case (a) as the first
recourse, the case (b) as the second recourse, and the case (c)
as no recourse. Given the geometric setup, the objective is to
find the route that minimizes expected total flight cost.
Choosing a route is equivalent to choosing an angle between
zero and the base angle £S;0S,. Although such a decision
variable is intuitive, the resulting objective function involves
complex trigonometric terms that make it difficult to analyze.
Instead, we propose a ratio-based model in which complexity is
reduced without loss of generality.

In the ratio-based model, the nominal route and weather
parameters are expressed as ratios to the nominal route as
illustrated in Fig 4. In other words, we define the unit of
distance as the length of the nominal route, and the unit of time
as the time required to fly that route. We also introduce a new
decision variable x, which is the distance from the origin to the
storm front along the course set from the origin. The ratio-
based model is then formulated as follows.

1: length of nominal route between origin and destination

B: storm size in units for nominal route length

a: ratio of storm distance from origin in units of nominal
route length: 0 < a < 1

: random variable representing the storm clearance time
with probability density function p(u)

X: distance to the storm along course set from origin in

units of nominal route length: o < x < \/a? + B2.

St (Storm Tip)

O (Origin) St (Storm Location) D (Destination)

Figure 2. Geometric Model Concept
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(a) First Recourse (b) Second Recourse

AN AN

Figure 3. First, Second and No Recourse
First recourse: Recourse before the storm front if the storm clears
before the aircraft reaches the edge.
Second recourse: Recourse in the storm region if the storm clears while
the aircraft flies along the edge but before reaching the tip of the storm.
No Recourse: If storm doesn’t clear until the aircraft reaches its tip,
then fly around the storm.

(c) No Recourse

@
(b)
(©

1

Figure 4. Ratio Based Geometric Model

As noted above, we consider two variations of geometric
recourse model — Single Recourse (SRM) and Dual Recourse
(DRM). The DRM, because it allows for immediate rerouting
of flights moving along the storm region when the storm burns
off, is more responsive. The SRM, because it assumes a large
penalty for flights that reach the storm region prior to storm
clearance, is more conservative. The SRM also has value from
pure modeling point of view, since it provides an upper bound
to DRM.

B. Single Recourse Model (SRM)

Single Recourse Model (SRM) is a geometric recourse
model with first recourse only. The optimization model is
formulated as follows.

Decision Variable: x
Objective Function:

rninjox (u+ /1 + p? - 2ug> p(du
+jxw (X

+\/(X+B—\/X2 —0(2)2 +J/(1 -2+ Bz)p(u)du

sta<x<.,oa?+B2where0<a<1,8>0.

In the objective function, the first integral represents the
expected total flight cost when first recourse is taken, and the
second integral is the case when no recourse is possible. In the
following section, we prove that SRM becomes convex and
identify optimality conditions as well as approximated analytic
solution when weather follows a uniform distribution.

C. Dual Recourse Model (DRM)

Dual recourse model allows recourse both before and at the
storm region, providing most flexible environment. The
optimization model formulation is as follows:
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Decision Variable: x

Obijective Function:

X o
min f <u+ /1 + - 2u;) p(Wdu
0

x+B—x2—a?
+ f (u
X

+ \/(u— X +/x2 — 0(2)2 +(1- a)z)p(u)du

+f (x
x+B—m
+ \/(X +B—/x2— 0(2)2 +J/0-)?+ Bz)p(u)du

stas<x<,a?+B2where0<a<1,B>0.

In the objective function, the first integral is the expected
total flight cost when first recourse is taken, the second integral
is the case when the second recourse is taken, and the third
integral is the case when no recourse was possible.

We introduced the concept and two variations of geometric
recourse model (GRM). In the next section, we present analytic
study to find optimality conditions and an approximation of
optimal solution in a closed form. A discussion on several
important properties of GRM is followed. Performances of two
models are compared and discussed in the following numerical
analysis section.

V. ANALYTIC STUDY

A. Uniform Weather Distribution

We assume that the weather (storm) clearance time follows
a uniform distribution ranging between 0 and T, or
p~Uniform [0,T] . Forecast on convective activities in the
airspace is included in several weather forecast products
published by National Oceanic and  Atmospheric
Administration NOAA)’s Storm Prediction Center (SPC). One
of the widely used forecasts both in practice and in research is
the convective outlook watch. According to SPC, they publish
roughly 1,000 watches each year to address possible severe
weather condition in the next few hours, and each convective
activity is associated with a probability. Uniform distribution
can utilize the single probability provided in the forecast, and
be easily updated with new information as a new watch or
warning is published.

With the uniform distribution assumption, we now have an
additional parameter T, which is the latest possible time that
storm will remain, or maximum storm duration time. Note that
in the ratio-based optimization model, T is the actual maximum
storm duration time divided by nominal route flight time. With
the introduction of T, it is clear that we have a trivial solution
x*=a ifT=a.

B. Single Recourse Model (SRM)
1) Convex Optimization and Optimiality Conditions

78

Budapest, June 01-04, 2010

With the uniform weather distribution assumption, SRM
becomes convex with negative gradient at the lower bound. We
confirm the convexity by showing that the minimum of the
second derivative of the objective function is positive. Let
fi:(x) be the expected total cost of SRM given weather
parameters o, 8 and T. We first obtain the second derivative of
fs () with respect to x and call it £, (x). To find the minimum
of the second derivative with all possible weather parameter
values, we treat f; as a function of x as well as o, B, T as
shown below.

. 02
min ﬁfsxx (x,a,B8,T)

st.a<x<.a’?+B% 0<a<1, B>0T>0

We can solve the optimization model numerically which gives
the global optimum of zero.

Now we show that the gradient at the lower bound is
negative as follows.

Sign((—1+a)(—1+ (—1+a)2+a))
Sign (T)

fi@=ow (1)

Now, the SRM optimality condition is summarized as
follows.

. € (a,,/az + BZ), fs'(w/az + ﬁz) >0

X = ,
JoZ + B2, fi (Jar+p2) <0
In other words, if the gradient at the upper bound is
positive, then there exists an interior solution. Otherwise, the
upper bound of x is the optimal solution. Interior solution is

equivalent to taking a route inside the triangle and represents
the case when hedging is optimal.

@)

Rearranging the first condition in (2) yields that
fi (Ja2+B2) >0 is equivalent to T < 6(a,B).2 The

formula for 6,(a, B) is quite complex to interpret in its analytic
form. Instead, the condition T < 6,(a, B) is represented in a
contour map in the a-p plane in Fig 5. In the contour map, each
contour line corresponds to a value of 6,(a, ). Using this
map, one can determine whether there is an interior solution or
not once the weather parameters are known. For example, if
a=0.6 and p=0.4, there is an interior solution when T=1, and no
interior solution when T=2. Note that as T gets larger, it is less
and less likely to have an interior solution, which matches our
intuition. The contour map is a valuable decision reference to
determine whether hedging is worth considering or not without
solving optimization.

! The global optimum is unique at zero although there are multiple optimal
solutions.
2 See Appendix for complete formula of 6, (a, )
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Figure 5. Condition of Interior Solution of SRM

Once the weather parameters are known, one can refer to this plot to
decide whether it is worthwhile to find an optimal angle below the
maximum angle, or it would be best to simply fly around the storm.
Number in the white squares is the value of 6,(a, 8). For example,
with 0=0.4 and $=0.5, it is optimal to fly around the storm if T=3. On
the other hand, if T=2, then there is an interior solution. Note that as
T gets larger, it is less likely to have an interior solution.

2) Analytic Solution Approximation using Taylor Series

The optimization problem doesn’t have an analytic
solution. We apply Taylor series expansion to approximate our
objective function as a polynomial of degree 2 in x, around the

middle point of its domain (a + /a2 + 32)/2.

The Taylor series approximation, which we call f,(x) is
quite complex, but we’re only interested whether the
minimizing x falls inside the domain or not. In other words, the

. . . . . Coefficient (fts,1)
interior solution is approximated as Coof ficient (1e2)" where

Coef ficient(f,n) denotes the coefficient of x™ of polynomial
function f. The optimal solution is summarized in Eqg. (3).

a T<a
- Coefficient (fis1)
X" =197 Coefficient (fe5.2) @<T<6(ah) @)
Ny T > 0,(a, )

We tested our model with different weather parameters and
approximation error was less than 1% in most cases. A sample
results are shown in the Table I.

TABLE |. APPROXIMATION ERROR SAMPLES
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C. Dual Recourse Model (DRM)

Dual Recourse Model (DRM) is neither always convex nor
concave and its properties are best addressed in our numerical
analysis in the following chapter. However, DRM has an
important property such that when the maximum storm
duration time is relatively short, taking nominal route is always
optimal.

Theorem. InDRM, x* = aif 0 < T < \/a? + B2.

Proof. Itistrivial that x* = a, when T < a. (4)

If a <T <./a®+ B?, the objective function f, (x) is as
follows.

fa@) = fy (H+\/m)p(u)du+ff<u+

1—02+p—x+x2—a22 ppdu (5)

Then,
fa(x) = fa(a) =
f(,“( /u2+1—2u§ —\/u2+1—2u)p(u)du+

X 2 o
(w2 r1-208 -

1-a2+p—a2 pu dp+xT1—a2+p—x+x2—a22
—1—a24+p—a2 ppdp. (6)

To show f;(x) — fy (@) > 0,Vx € (a, T], we show that
each integrand in (6) is non-negative. It is trivial that

H2+1_2U%_ u2 +1—2p =0. (7)

Since (uz +1- Zug) —((1—-a)?+ (up—a)?) > 0 when
a < pu < x,we have

/u2+1—2u%—\/(1—a)2+(u—a)2 > 0. (8)
Similarly,

J(l—a)2+(u—x+ )(2—0(2)2

-JA -2+ Q@-a)? >0
,wherex < u <T. 9)

From (7), (8) and (9), we have f;(x) — f,(a) > 0,Vx €
(a, T]. Therefore,

x*=aif 0 <T <. a? + B2 (Q.E.D)

This theorem identifies the condition to always choose the
nominal route regardless of the weather probability
distribution, when the storm is expected to last relatively for a
short amount of time. In other words, if the maximum storm
duration time is less than the time to fly to the tip of the storm
on detour route, then it is always optimal to fly on the nominal
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route. This theorem provides the condition of critical cost
saving opportunity without even considering route hedging.

So far, we studied formulation and properties of the
geometric recourse models. Another primary interest is to
measure the improvement from adopting DRM or SRM. Since
DRM is an upper bound to SRM, DRM guarantees less cost
than SRM. Likewise SRM guarantees less cost than simply
taking the detour route. In the next sectionr, we discuss various
performance metrics based on numerical analysis.

VI.  NUMERICAL STUDY

In numerical study, a 3-D grid structure is created in a-B-T
plane with each grid being a cube with side of 0.05, or 5% of
the nominal route. We also set reasonable limit to storm size
and maximum storm duration time as 2 and 4 respectively.
Therefore, a € [0.05,0.95],8 € [0.05,2),T € [0.05,3]. Note
than when =0 or a=1, the storm is located at the origin or the
destination airport, in which case ground delay program works
best.

In numerical analysis, we consider three scenarios as
detailed below. The available options for each scenario are
summarized in Table II.

e Baseline: take detour route and whenever storm clears
before aircraft reaches the storm tip, fly direct to the
destination

o  SRM: utilize SRM with first recourse option only

e DRM: utilize DRM with both first and second recourse
options.

It is clear that the baseline case is an upper bound of SRM,
which is then an upper bound of DRM. For each (a,B,T), we
find solutions for these three cases and obtain performance
metrics.

In the following section, we compare optimal cost and cost
saving of those three cases. Note that if T < «a, all three cases
yield the same solution x* = a, and we exclude these trivial
cases from our analysis.

TABLE Il. OPERATION OPTIONS FOR BASELINE, SRM AND DRM
Model Hedging First Recourse SR
Recourse
Baseline X O X
O O X
O O (0]

A.  Minimum Expected Total Cost (ETC¥*)

To study the optimal cost (ETC*) with respect to each
weather parameter o,  and T, we find the minimum, average
and maximum of all ETC*s, when one of the parameters is
fixed at a certain value. For example, to analyze ETC* with
respect to a, first set =0.05 and collect all ETC*s of baseline,
SRM and DRM respectively and find minimum, average and
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maximum of ETC*s for three cases. Continue for «¢=0.1, 0.15,
... 0.95. We repeat the same process for p and T, and the result
is summarized in Table IlI.

a — Mean[ETC™] plot shows how the average optimal cost
changes with respect to a. We can see that on average, ETC*of
baseline and SRM is nearly the same and tends to reach its
minimum when o is near 0.6. In other words, there is little
difference in the average performance between baseline and
SRM, while both of them performs best when « is around 0.6.
As expected, DRM always performs better than baseline and
SRM, and ETC* gradually decreases as a increase until a is
almost 1. We also observe for storm located near the
destination, DRM performs much better than SRM or baseline.
a — Max[ETC™] plot shows the worst-case performances. We
can see that all three cases show little difference when storm is
very near the origin and optimal cost gradually decreases as
storm moves toward the destination, especially for DRM.

In the B plots, we find that ETC™ increases as B increases,
while average performance of DRM is better than the baseline
or SRM. It matches our intuition since as the storm gets larger,
second recourse option in DRM will pay off, although in the
worst case when no recourse is possible, all three models will
perform the same.

MEAN AND MAXIMUM OF ETC* WITH RESPECT TO WEATHER
PARAMETERS

TABLE 111

MEAN[ETC*]

MAX[ETC*]

Note: Baseline case is shown in dotted line, SRM is shown in dashed line,
and DRM is shown in solid line.

In summary, there is little difference between SRM and
baseline case, while DRM sometimes performs substantially
better. On average, expected total cost increases with
decreasing rate as the storm size and the maximum duration
time increases. On the other hand, expected total cost is convex
with respect to the storm location, as it decreases up to a
minimum point then increases. We observe that DRM reduces
weather risk further with a storm located near the destination
airport. This is also true when storm size is large. There is a
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range of T where DRM achieves substantially less expected
total cost, although such advantage disappears as T becomes
very large.
B. Cost Saving

Let’s define cost saving of SRM and DRM as follows.

ETC*[SRM]

S(SRM) =1 — ETC*[Baseline | @
_ 1 _ ETCIDRM)
S(DRM) =1 ETC*[SRM] ©

,where ETC*[] is the minimum expected total cost of the
selected model.

The cumulative distribution functions of S(SRM) and S(DRM)
are shown in Fig. 6. With SRM, nearly 90% of cases have less
than 1% saving compared to the baseline case, and more than
99% cases has less than 5% saving with the largest saving
close to 6%. With DRM, more than 32% has savings larger
than 5% with largest saving close to 30%. In fact, about 20%
shows significant saving larger than 10%.

In Table IV, the average, minimum and maximum cost
savings are plotted with respect to each parameter. Maximum
and average savings of both a-S(SRM) and o-S(DRM) are
monotonic increasing functions. The convex shape of a-
S(SRM) plot suggests that SRM works best with storms very
near the destination, while the concave shape of a-S(DRM)
plot suggests that DRM works well with wide range of storms
as well as those very near the destination. We also observe the
average cost saving of SRM is negligible.

CDF of S(SRM) and S(DRM)
1
0.8
0.6 —o—S(SRM)
0.4
0.2 == S(DRM)
0
XX
O -1 N N < 1D OO N O n O
- < NN M

Figure 6. . Cumulative Distribution Function of Cost Saving of SRM
(S(SRM)) and Cost Saving of DRM (S(DRM))

B-S(SRM) plot shows diminishing returns, cost saving
increases until B reaches near 0.5 then stays flat afterward. It is
intuitive that without second recourse option, SRM is limited to
hedge the risk of larger storm. Compared to B-S(SRM), B-
S(DRM) plot shows wide range of [ that DRM saves
meaningful cost, which coincides with our finding in the
previous section. More importantly, the average cost saving
maintains increasing trend even after maximum saving
plateaus, which suggests that DRM is effective in reducing the
risk of large-sized storms.

In both T-S(SRM) and T-S(DRM) plots, there are ranges of
T showing the peak savings. The largest saving of SRM is
close to 6% when T is between 1 and 1.2, and it is close to 30%
when T is between 1.9 and 2.1 for DRM. There is an
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interesting observation when it comes to average cost saving.
For SRM, maximum average cost saving of T-S(SRM) is much
higher than those of a-S(SRM) and -S(SRM).

Although it appears that the average cost saving of SRM is
negligible in a-S(SRM) plot, there are cases when it becomes
meaningful when T is in a certain range. We make similar
observation for DRM as well. Such observations suggest that
performance of these geometric recourse models is more
dependent to the maximum storm duration than the location or
the size of storm. It also suggests to consider ground delay in
combination with route hedging, which essentially reduces the
maximum storm duration time. Another important observation
is the large gap between the average and maximum cost saving
in general, which indicates that there exist certain combinations
of a, p and T that these models show true advantage.

TABLE IV. MEAN AND MAXIMUM OF S(SRM) AND S(DRM) WITH RESPECT TO
WEATHER PARAMETERS

S(SRM)

S(DRM)

Note: Minimum is shown in dotted line, average is shown in dashed line,
and the maximum is shown in solid line.

VII. CONCLUSIONS AND FUTURE RESEARCH

In this paper, we propose a geometric recourse model to
generate optimal route to hedge against weather risk in the
airspace. The Geometric Recourse Model (GRM) incorporates
weather risks into strategic planning and provides risk-hedging
opportunity with intermediate routes as well as the nominal and
detour route. It also provides added flexibility by rerouting
aircraft to fly direct to destination, or recourse, as soon as the
weather restricted airspace becomes flyable again. There are
two recourse options we consider. The first recourse is the case
when the weather clears before aircraft reaches its front, and
the second recourse option is the case when weather persists
when aircraft reaches it then clears while the aircraft is still in
the weather region.
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We consider two geometric recourse models; Single
Recourse Model (SRM) with the first recourse option only and
Dual Recourse Model (DRM) with both the first and the
second recourse option. In SRM, the optimization model
becomes convex when the weather probability follows a
uniform distribution, and optimal solution occurs either in the
interior or at the upper bound. Convexity gives optimality
conditions in closed form. The interior solution is
approximated with Taylor series with marginal error. SRM has
significance from pure modeling point of view as well, since it
provides an upper bound to DRM.

DRM has an important property that it is always optimal
take the nominal route when the maximum storm duration time
is less than the time to fly to the tip of the storm.

In numerical study, a 3D grid structure is created in a-B-T
space, where o is the location, B is the size and T is the
maximum duration time of the storm, and both models are
solved for each tuple in the grid. Below is the summary of key
findings from the numerical analysis.

e  SRM works best with storms very near the destination
and relatively in small size.

o DRM works well with wide range of storm location
and larger storms.

e Cost saving distributions show that nearly 90% of
cases we tested have less than 1% saving with SRM
with largest possible saving close to 6%. On the other
hand, almost 30% of all cases have larger than 10%
saving with DRM with the largest saving reaching
30%.

e Both models show peak cost savings for T in a certain
range. The maximum average cost saving is also
higher for those T values, compared to the maximum
average saving with respect to o and [. These
observations suggest that the performance of our
models is more sensitive to the maximum storm
duration time than other two parameters, which gives
us a strong motivation to consider ground delay in
combination with route hedging, especially with
storms expected to last longer.

As an immediate follow-up study, we currently study the
value of hedging with various probability distributions. We
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also plan to study ground-airborne hybrid model, where ground
delay is another decision factor in addition to route choice.
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Appendix

8s(a, B) = ((@®> + B (a® +a*(=2+ B + B2+ 5+ a3(1 =3B + 2B?) + a?B(B — 2B + 26%)
+aB(=1+ B —3p% + )
—Jaz+p2(a® +a’(=2+ B) +3a°(—1+ B)?B +3a3(—1+ B)?B% + B° + B + a®(1 — 3B + 4B?)
+a?B3(1+38 —3B8%+4B%) + a*B(—1+ 38 — 6%+ 68%) + af®(—1 - 2% + 1))
—J1-2a+a?+p2(a®+a’(—1+B) +3a°(—1 + B)B* + B + 2a°B(—1 + 2p)
+2a%B5(=1+2B) + 2a*B3 (=2 +3B8) + af’(—1 =B + B%) + a®B(1 — 38 + 35%))
+y—2a3 +a*+ 2 —2af2 + B4+ a2(1 +282)(a’ + a®(—1+ ) + 7 + a®B3(—4 + 3B)
+aB(=2+3B) +a*B(1 — 2B +3B%) +a?B3(1 — B +3B%) +aB?(—1—-2p%+ 7))

+a2[)’<a4—a3(2+\/a2+[32+\/1—2a+a2+[z’2)

+,82(1+[?2+\/a2—2a3+a4+ﬁ2—2aﬁ’2+2a2ﬂ2+[34)
+a2(1+232+2Ja2+ﬁ2+J1—2a+a2+ﬂ2+Ja2—2a3+a4+/32—2a/32+2a2/32+/34)

—a(\/az+ﬁ2+\/a2—2a3+a4+ﬁ2—2a,[>’2+2a2,82+ﬁ4

+ B2 (2 +a?+ B2 +/1-2a+ a? +ﬁ2)>>(L0g[—a+\/m]
— Log [—a +a?+ %+ /(e +p2)(1 - 2a + a? +,82)D)/(oc2 +B2)J1 - 2a + a? + f2(—a + a?

+ B2+ (@ + A 2a + a? + f)(@’ + a* (B —Ja? + f7) + af (B — Ja? + f2) + 7 (8
—a% + %)
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A Diffusion Approximation to a Single Airport Queue
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Abstract—This paper illustrates a continuum approximation to
queuing problems at a single airport adapted from the well-
known diffusion approximation, as encapsulated in the
Kolmogorov forward equation of stochastic processes or the
Fokker-Planck equation of physics. The continuum model is
derived using special artifacts of the airport problem context.
The appropriate initial and boundary conditions are defined and
a numerical solution scheme based on the finite element method
is presented.

Keywords-queuing theory; diffusion; delay; aviation system
performance; Kolmogorov forward equation, Fokker-Planck
equation; finite element method

l. INTRODUCTION

Studies of queuing delays in the National Airspace System
(NAS), and other large networks, for that matter, are typically
conducted either in a Monte Carlo simulation environment,
where a considerable amount of fidelity is available at the
expense of computational efficiency, or with closed-form
equilibrium queuing models fraught with distributional
assumptions that are typically not very representative of real
situations. A common example of the latter is the use of the
Poisson process to represent arrival processes to queues,
motivated by its mathematical tractability, even in the face of
fairly compelling evidence that the system is not Markovian.

With the aviation system in mind, the idea behind this
paper is to adapt a somewhat common continuous
approximation technique known as the diffusion approximation
to a queuing problem, with a specific interest in modeling
arrival and departure delay statistics at an airport over the
course of several hours or a day. The primary advantages of
using the diffusion approximation for these purposes are that
specific distributional assumptions can be relaxed in favor of
an approximate description of the relevant stochastic processes
by a small number of their time-dependent moments, that the
full spectrum of probabilistic results can be obtained via a
single run of the model, and that propagation of higher
moments beyond the mean queue behavior can be captured.

In general, we believe it should be possible to represent a
network of queues using methodology similar to the methods
herein, although the results to date apply only to a single queue
with a general arrival and general service process. The
presentation of the approach will continue as follows: in
Section 11, we show the derivation of the foundational partial
differential equation that represents the system dynamics. That
is followed by the development of the continuous equations
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necessary to establish the boundary and initial conditions that
assure the meaningful solution of a meaningful problem. In
Section 111, we show a numerical approximation scheme that is
based on the finite element method (FEM), and is necessary to
solve the problem by computer. In Section IV we close with
some results illustrating the use of the model, and demonstrate
some of the deleterious effects of numerical instability that can
result from improperly scaled input data.

II.  MODEL DEVELOPMENT

In this section we introduce the modeling assumptions that
lead to the particular continuum approximation for queuing
systems known as the diffusion approximation. This consists
of a governing differential equation, which is presented first,
which represents the primary dynamics of the system. This
equation is valid for a closed subset of the real numbers
representing all realistic values of the system state, but some
boundary conditions must be imposed to prevent physically
meaningless results outside of this interval. We also describe
the set of initial conditions required to represent any particular
queuing problem for which a solution is sought.

A. Governing Differential Equation

Diffusion methods have been applied to queuing problems
in a variety of domains, including road transportation [1],
computer networks [2], and more general queuing systems
[3,4]. No significant use of them in an aviation setting is
recorded in the literature. The development of the model
shown in the following pages borrows very heavily from the
exposition of Kimura [5], which develops the diffusion
approximation in the context of a very different application,
that of population genetics. The reason for following the
template of that paper, however, is that the treatment is very
thorough but also accessible to readers without prior
experience in diffusion methods, and it can be adapted readily
to the aviation context.

Suppose we model the arrival process to an airport as a
single-server queue. Let Q(t) represent the time-dependent

random variable describing the length of the (virtual) queue
for arrival aircraft at time t. Beyond the scope of this paper,
the ultimate goal of this endeavor is to model more
complicated aviation networks. As such, the airport node
being described here might actually be an arrival or departure
resource like a runway, it might be a gate, or it might be an
esoteric en route node intended to represent a capacity
constraint in the airspace itself.
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The first assumption necessary for consideration of
continuum models is that of continuity; i.e., that the queue
length measurement at any given time need not be an integer.
Because aircraft only come in discrete units, this is obviously
an artificial construct. However, we are mostly interested in
using queue length measurements as preliminaries to
computing delay statistics, so they will be averaged over a
large domain. As a result, this assumption is probably no
more malignant than assuming that there is such a thing as a
"queue" at an arrival airport. This is a stochastic queuing
system, and the density function for the queue length at time t

is denoted f (x;t). A graphical example of f is shown in Fig.
1.

20

Queue length

Fig. 1. Queue length probability density function

We also define the probability density transition function
g(Sx,x;6t,t) as the probability density, associated with a
change in queue length from x to x+6x in the time interval
[t,t+6t]. Anexample of g for a single choice of tand &t is
shown in Fig. 2.

The density function for the queue length at some future

time t+ot can be expressed using the continuous version of
the Kolmogorov-Chapman equation:

f(x;t+6t):J'f(x—éx;t)g(&x,x—6x;5t,t)d(5x) @))

This equation encapsulates conditioning over all of the
possible queue states at time t from which a transition to the
state x at time t+ ot is possible. The necessary assumption is
that the transition probabilities can be described entirely by the
function g, regardless of the history of the prior queue states.
Thus, the system can be described as Markovian.

If we use the condensed notation
fg = f (x;t)g(Sx,x;St,t), then we can expand the integrand
of (1) as a Taylor series around the point x as follows:
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New queue length

Fig. 2. State transition probability function

f (x=6xt)g(Sx,x—5x;6t,t) = fg —5x%( fg)+

() @ )

(6%)" &
P 31

21 ox°

(fg) (fg)+...

We then substitute (2) back into (1), and interchange
integration and differentiation. This presumes, of course that
our functions are well-behaved in this sense.

f(xit+0t)= f [gd(9%)-—{[(ox) g d(x)}+
10°

5 {fJ‘(éx)2 g d(éx)}—...

®)

2 OX

Since g is a proper density function, then for any choices x,
t, and &St , it must be the case that _[g d (5x) =1. Hence we
simplify the first term on the RHS of (3), and then subtract f
from both sides and divide by 6t :
f(xt+ot)-f(xt)
ot

0

_{f (x;t)%j(&x)g d(5x)}

o )
+%%{f (x;t)ij(éx)2 gd (5x)}—...

The limits of two of the elements contained in the RHS of
(4) are frequently called the “infinitesimal” mean and
variance, respectively:

Iimi

5t-0 St (6X)g(§X’X;6t't)d(5X)EM(X;t) VX, t 5)
(Ligg)% (6x)" g(sx,x;6t,t)d(6x)=V (xt) wxt  (6)
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The next assumption is that all of the important
information about the transition density function g can be
captured in its first and second moments, as in (5) and (6),
respectively. This is not a severe limitation; for situations
where this is not the case, additional infinitesimal moments
can be defined, and the analyst is then responsible for
providing that information as well. In fact, in aviation
applications, the best contemporary network models only deal
with the propagation of average behavior, so including

V(x;t) is already a step forward. For the present case,

assuming that the first two moments suffice, this is tantamount
to the assumption:

.1 n
(M})EJ‘(&) g(x,x;6t,t)d(6x)=0 n=>3, vxt

(@)
Then, taking the limit of (4) as 6t — 0 and substituting (5)
and (6) yields:

of (xt) 10°

p EyV(x;t)f(x;t)—%M (xt) f (xt)

(®)

Equation (8) is commonly called the Kolmogorov forward
equation in the stochastic processes literature, or the Fokker-
Planck equation in the physics literature. In the second case,

the term M (x;t) is referred to as drift, while the term V (x;t)

is called diffusion. Equation (8) is the governing differential
equation (GDE) for our queuing system.

B. Boundary Conditions

In this section, we develop the boundary conditions that
prevent the model from generating non-zero probabilities for
states that are not physically possible, including negative
values of the queue length. A similar constraint can be
imposed to prevent the possibility of what might be considered
unnaturally large queue lengths. It is much more difficult to
specify this boundary precisely, but it is necessary from a
pragmatic standpoint in the numerical scheme because the
solution space must be bounded, as will be seen in Section I11.

Because the random variable Q(t) represents a queue
length, it makes no sense for it to be negative. Thus, we want
to establish an auxiliary condition that can be applied, in
addition to (8), that guarantees that

f(xt)=0 x<0, vt 9)

This cannot be accomplished by simply saying that (9)
must be true; an additional differential equation must be
specified that follows the same temporal evolution as (8), and
whose effect is to guarantee that (9) holds. Assuming that the
initial conditions obey (9) (as they should), a way to do this is
to guarantee that the “net probability flux” (what would be
thought of as the mass flux if this were a problem in physics)
across the point x =0 is always zero.

We fix a point x in one dimension and consider the
probability flux across that point for both directions. By
integrating all possible increasing transitions that cross this

This research is supported by the National Aeronautics and Space
Administration
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barrier, and subsequently all possible decreasing transitions
that cross the same barrier, and then adding them together, we
arrive at the following requirement that the net probability flux
be zero. This constraint is referred to in the physics or
stochastic processes literature as a reflecting barrier.

F(0)M (o;t)_%g F(xtV (xt)

0, t>0 (10)

x=0

C. Initial Conditions

The functions M (x;t) and V (x;t) represent the first and

second moments, respectively, of the rate at which the length
of the queue is changing at time t, given that its current state is
X. In a queuing system where the arrival process is
independent of the service process, then with the possible
exception of x =0 and an upper reflecting barrier, there is no
reason to suspect that these functions should change across x.
In such situations, it is only necessary to specify how these
functions change over time. For most aviation applications,

for example, one would expect M (x;t) to be positive at the

beginning of the day, negative at the end of the day, and
perhaps with some additional cycles in between. One would

expect V (x;t) to be small (approaching zero) at the beginning

and end of the day and something larger in between, and of
course never negative. If this construction were extended to a
queuing network, these functions could be derived entirely

from the outputs {fi (x;t)} of upstream queues, with some
time lags and with some rules for mixing them together.

Although we explicitly prevent negative queues, it also
makes sense to preclude initial conditions that would seem in
conflict with this goal. Thus, we require that

M(0;t)>0 Wt (11)

At any node to which this method is applied, one can
imagine that M (x;t) will be computed as the differential of

the difference between the arrival rate, which we might get
from the outputs of upstream processes, and the departure rate,
which is related to the capacity of the airport or other resource.
This being the case, (11) simply prevents an airport from
serving traffic that does not exist.

At some airports, however, the rate of queue growth might
depend on its current state. For example, if the total capacity
of the airport is divided between arrivals and departures, and
the airport has some control over that split, then in cases when
there is an excess of arrivals, the airport might choose to
emphasize arrivals over departures to ameliorate this queue.
This is tantamount to a temporary increase in the arrival
capacity of the airport. If this were repeatable and quantifiable

behavior, that could be captured in differences in M (x;t)
across different values of x.
We must specify an initial queue length distribution. For

real airport problems, the queue is empty at the beginning of
the day, so one might require:
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f(x0)=5(x),

where &(L) is the Dirac delta function. Alternatively, one

might consider analyzing a problem starting at some other
point in the middle of the day, in which case the restriction

(12)

(12) is not required. At all times, however, f must be a
proper density function:
f(xt)=0 wxt (13)
jf(x;t)dx=l vt (14)

I11.  NUMERIC SCHEME

In order to solve a system including partial differential
equations and their associated boundary and initial conditions,
a numerical scheme is necessary to convert that continuum
problem into some discrete form appropriate for solution by
computer [6]. In this paper we present a discretization method
based on the well-known finite element method (FEM) that is
appropriate for our problem. The construction of numeric
schemes for PDEs is very much an art, and certainly a host of
other schemes could be attempted, including finite difference
methods.

The FEM scheme developed for this problem consists of
transforming the governing differential equation with its
boundary and initial conditions into linear algebraic equations
that can be solved at every time step. This transformation is
possible by constructing a discrete approximation to the queue

length density function f(x;t) using the N Lagrange basis

functions ¢1,...,¢N. Each basis function has a triangular

shape; the collection of them is illustrated in Fig. 3 for N =4.
Mathematically, the basis functions can be represented as
follows:

The approximation for f can then be expressed using these
basis functions as:

N

£ ()= > a, (LA g (),

=1

(15)

where L is the time step, N is the number of Lagrange basis
functions, and {aj} are the parameters of the approximation.
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Using the finite element method, the “solution” of the problem
essentially amounts to determining the values {aj } .

f(.\‘:?)“ ¢

‘751 2 4’53 ¢4

1

~ 4 ~ -
1 1 | Y—
1’1 g [ __ €, [ 4 €, I L

Fig. 3. Lagrange basis functions for the finite element method

The left hand side of the PDE (8) can now be
approximated by:
8f(X,t)U fL+1_fL
ot At

and the dynamics can be re-written as:

fL+1_fL ld—z

= 16
At 2 dx? (16)

(V Ll L+1)_%(M Ll L+1)

We enforce (16) by defining the residue r, which is essentially
the difference between the LHS and RHS of (16),

r= 1d_2(VL+lf L+l)_%(M L+1f L+1)_ fL+1_ fL

T 2dx? At

We force that residue to zero by using a test function W(x).
We equate all of the projections of the residue on w to be zero;
i.e., jgrwdx =0, where Q is the domain of interest in x and

0Q its boundary. Integrating by parts yields:

1ed ey dw L g L AW
Ei&(v f )&dx—iM o O
f L+1

J.At

Q

I:li(v L § |_+1)_ ML f |_+1}W

L
wdx:jf—wdx+ a7)
5 At

2 dx

oQ

where the last term on the RHS depends on the boundary
conditions.

We assume that the interval is closed, and that at the right
boundary x =1, we would like the net probability flux to be 0.
For some large |, the probability density function will approach
0 for all x>1. This will make the net probability flux
approach zero at x =1, although it cannot be absolutely
guaranteed.  This is discussed more in the conclusions.
Together with equation (10), we conclude:
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=0.

oQ

‘:%di(v L+1f L+1)_ M L+lf L+1:|W
X

We parameterize the test function w with the Lagrange
basis functions {4} and parameters {b,} :

W(x):gbﬂg (x)

We use the Lagrange approximations of w and f to obtain:

iq{iaﬁxu_a}:o vib}

(18)

(19)

i=1

where

Loty g A g L
Ky =5 V170, 0 dx= Mgy deer - [ ox
Q Q Q

1 N
R =th¢‘. [;aj ¢jjdx

Q

In the last two equations, we denote a}‘ =aj(LAt) and

suppress the dependence of the basis functions {qzi,} on x for

the sake of clarity. As mentioned before, we have also
assumed that the function V (x;t) is constant in x.

Since the set {b;} is arbitrary, (19) is equivalent to solving

the linear algebraic equations:
N
- 1aJ.L*lKij =R fori=12..,N (20)
j=
The solution of (20) is the set of parameters {a;} which

define f (x;t) according to (15). One of the advantages of the

finite element method is the ability to solve these algebraic
equations element by element. The N Lagrange basis function
approximation defines N -1 elements, which makes it
possible to solve N —1 independent algebraic equations.

IV. MODEL VALIDATION AND RESULTS

In this section, we show some results of applying the
modeling with different input data sets. First, it is important to
acknowledge that there are ranges of the input data that can
lead to numerically instable results. It turns out that scaling the
inputs can avoid this artifact, but more investigation is required
to determine exactly what circumstances are most susceptible
and how to avoid them deliberately. Fig. 4 shows, for
example, the kind of results that can be expected with data that
lead to numerical instability. The oscillating triangular-shaped
curves are generally indicative of this result.

Fig. 5 shows the results for an input data set that consisted
of a mean vector M representing the function:

0.2, ift<14
M (x;t) = Vx>0

-0.2, otherwise
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The variance was modeled as a constant value equal to
V(x;t)=0.1 for all x and t. By contrast, the data for Fig. 4

were identical except that the mean values were scaled by a
factor of 9. It will be shown later that it is not just the scaling
of the means that matters, but their scale relative to the scale
of the variance. The values chosen for the inputs are
somewhat arbitrary; the main goal was to produce well-
behaved outputs that would show a pattern that was consistent
with the inputs.

In the upper left graph of Fig. 5, it is obvious that the mean
and variance of the queue length distribution are growing up
to time slice 14. This is confirmed in the lower two graphs.
The upper right graph is a zoomed in region of the solution
space showing only the first 20 time slices, where the change
in behavior from a growing queue length to a declining one is
more apparent. In the lower right graph, the variance starts to
decline some time after time slice 14, as there is a natural
delay in which a reduction in the mean input to the system can
be manifested as a change in the variance of the output.

Because scaling of the input values is one mechanism by
which one can avoid numerical instability, it is interesting to
observe the impact scaling can have on the outputs. Fig. 6
shows results similar to Fig. 5, except that the mean inputs
have been scaled by a factor of 10 and the variance inputs by a
factor of 100. Notice that the mean and variance profiles that
result are remarkably similar. When testing with a variety of
scaling factors, it turns out, not surprisingly, that the
equilibrium mean queue length is linear in the scale factor
applied to the mean, and the equilibrium queue length
variance is linear in the scale factor applied to the variance,
when that is the square of what was applied to the mean.
Thus, one important conclusion is that the model is invariant,
other than a variable transformation, to scaling, which means
that if different scales are more adept at avoiding numerical
instability, this is a good recipe to use for that purpose.

05

Density Function f(x,t)
o
1

Queue Length

Fig. 4. Example of numerical instability
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Fig. 5. Diffusion model results with constant variance and two-stage mean
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Fig. 6. Diffusion results scaled by 10 in the mean and 100 in the variance

V. CONCLUSIONS

The paper has presented the mathematical construction of a
continuum approximation to a queuing system that might
represent a single congested resource in the National Airspace
System, such as an airport, a runway, or some en route
resource. The result is derived from the diffusion
approximation. A numeric solution scheme based on the finite
element method is also shown.

The use of this type of approximation requires one to be
comfortable with some of the assumptions made in the paper,
such as the willingness to consider non-integer queue lengths.
That notwithstanding, the method has seen considerable
application in other areas of queuing theory that also deal with
countable objects, so this assumption is not unique to the
aviation context.
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This result is a stepping stone in what will hopefully be a
larger system of inquiry into the use of such continuum
approximations to study systems of aviation queues. In
particular, the ability to model the propagation of both the
mean and the variance of delay statistics through a connected
network would mark a major leap forward in the performance
analysis of the aviation system.

Some other detailed analyses are probably in order first,
however.  First, while this paper shows evidence that
numerical instability can occur, and showed examples of how
input scaling was used to avoid this deleterious effect, this is
only a brief empirical presentation, and a more thorough
investigation should be conducted of the conditions that give
rise to this instability and some ideas about how to prevent it
more systematically. For example, it is probably the case that
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for cases where the queue is assumed to be initially empty,
because the bulk of the density function is concentrated near
the origin, a finer mesh spacing would be appropriate in that
region in the early time slices to give the problem the ability to
better distinguish that fine resolution. Some formal
mathematical results are available for various types of PDEs
evaluated numerically using FEM; these results should be
studied and adapted to the problem at hand, if possible.

The second necessary step would be to conduct a thorough
validation effort. One would expect, for example, to be able
to replicate the known steady-state results from that small set
of queuing systems for which equilibrium results are known in
closed form. Furthermore, a Monte Carlo exercise could be
conducted for a number of other cases that cannot be found
analytically.
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Abstract — The significant growth in low-cost carriers has
generated a lot of competition in the airline industry. Traditional
airlines have come under pressure with a collapse in profitability
while many low-cost carriers have enjoyed profits. The low cost
airline business model can cut costs to 40-50% of traditional
airline costs while the traditional airline business model has been
challenged to cover costs. Major airlines have attempted to
reshape their business model to boost revenue, cut costs and react
to competitive threats from low-cost carrier. These strategies
include establishing their own low cost airlines, increasing labour
efficiency, intimate low cost airline operation, and introducing
charges for catering and luggage. This paper aims to investigate
the responses of traditional airlines to low-cost carriers.
Secondary sources of information for this paper will include a
review of current academic literature and published industry
sources.

Keywords- low-cost carriers; airline; competition

. INTRODUCTION

Over the past two decades, the traditional network model
for scheduled airline service has delivered market growth and
in good years, modest profits (Morrell, 2005). However, with
the emergence of low cost carriers the aviation industry has
changed. The Low Cost Carrier Model is a revolutionary
change to the airline business which threatens traditional
airlines. The challenge being that low cost carriers attract
passengers with a simple business model, low fares; in turn
these lower fares then increase air travel demand. Furthermore,
while the low cost carrier’s target market is the leisure traveler,
due to simple economics some business travelers also turn to
the low cost carrier. In this way, low cost carriers not only
generate new airline passengers, those who would not
otherwise travel by air, but also steal passengers from
traditional airlines.

As a result low-cost airlines have enjoyed profits and
growth while traditional airlines’ profitability has collapsed
(Dennis, 2007). This situation challenges traditional airlines to
revisit their business model, forcing them to reinvent
themselves. Traditional carriers’ reaction to the new situation is
crucial as it increases the airline industry’s competitive
environment. This paper aims to investigate the responses of
traditional airlines to low cost carriers. Strategies include

significant cost cutting, establishing their own low cost airlines,
outsourcing, intimating low cost airlines operation, and
instituting new charges for catering and luggage.

Il.  REMOVE SIGNIFICANT COST

A. Airline Operating Costs

Airline operating costs can be divided into two main
categories, direct and indirect. Direct operating costs consist of
flight operations, maintenance cost depreciation as shown in
this following table.

TABLE 1: AIRLINE OPERATING COST CATEGORIES

Dirgct Operating Costs

1. Flight operations:
» Flight crew salaries and expenses
* Fueland oil
* Aijrport and en-route charges
» Aijrcraft insurance
» Rentallease of flicht equipment/cr ews
1. Maintenance and overhaul:
* Engineering staff costs
» Spare partsconsumed
* Maintenance ad ministration
). Depreciation amd amortisation:
+ Flight equipment
* Ground equipment and property
» Extra depreciation
* Amortisation of development costs and crew raining
Indirect operating costs
4. Stationand ground expenses:
* Ground staff
+ Buildings, equipment, transport
» Handling fees paid to others
5. Passenger services:
» Cabin crew salaries and expenses
*  Other passenger service costs
» Passenger insurance
6. Ticketing, sales and promotion
7. General and administration
8. Other operating costs

Source: Doganis,2002
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« Direct Operating Costs

There are five items in flight operation costs: flight crew,
fuel, airport charges, aircraft insurance, and leasing costs.
Flight crew costs include direct salaries, travelling and stopover
expenses, as well as allowances, pensions, insurance and any
other welfare payments. Cockpit crews’ salaries depend on
aircraft type, as in general the larger the aircraft the higher the
salaries are. Flight crew costs can be calculated on a route-by-
route basis or expressed as an hourly cost per aircraft type.
Therefore, the total flight crew costs for a particular route or
service can be calculated by multiplying hourly flight crew
costs of the aircraft being operated on a route, by the block
time for the route. For fuel costs, this cost element is aircraft
specific. Fuel consumption varies by aircraft type, number and
size, or thrust of engines and type and age of those engines.
During operations, actual fuel consumption varies by sector
length, aircraft weight, wind conditions, cruise altitude, and so
on. Fuel consumption is usually calculated based on the
number of engines on the aircraft flying the route multiplied by
the hourly consumption for that engine and by block time. In
addition fuel costs also include fuel charges levied by some
airport authorities and government levied fuel taxes. Next cost
item is airport charges which have two elements a landing fee
and a passenger charge. The landing fee relates to maximum
take-off aircraft weight and a passenger charge levied on the
number of passengers boarding at an airport. Some airports
collect the fee directly from each passenger on departure,
which does not appear as an airline cost. Airlines also have to
pay en-route navigation charges to cover the cost of en-route
navigation aids their aircraft use while flying. This charge
relates to aircraft weight and distance flown over a country’s
air space. For aircraft insurance, the annual insurance premium
is calculated as a percentage of the full purchase price which
may be between 1.5 per cent and 3 per cent. The annual
premium can be converted into an hourly insurance cost by
dividing it by the total number of expected block hours during
the year. The last item in this category is the rental/ lease of
flight equipment/crews. Leasing aircraft is increasingly
widespread among airlines. There are two types of lease:
operating and financial leases. Operating leases are generally
five years or less then after leasing aircraft ownership remains
with the lessor, while financial leases are 10 years or more,
which after ownership transfers to the airline. The second
category for direct operating costs is maintenance and
overhaul. Maintenance costs include both routine maintenance
and maintenance checks carried out between flight or
overnight, but also more extensive periodic overhauls and
major checks. Major costs here are the cost of maintenance
staff and spare part consumption. Depreciation and
amortization are the last cost element in this cost category
which includes amortization and depreciation of capital leases,
office/flight/ground station equipment and other fixed assets
(Doganis, 2002).

Indirect operating costs

Indirect operating costs include station and ground
expenses, passenger services costs, as well as ticketing, sales
and promotions, and general and administrative costs. The first
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groups of indirect operating cost are station and ground costs
involving airline services provided at an airport. These include
salaries and expenses of all airline staff at the airport base,
lounges, ground handling equipment, ground transport and
office equipment. The second item for indirect operating cost is
passenger services, passenger services costs can also be divided
into three groups. The first group is pay, allowances and
expenses related to aircraft cabin staff such as hotel and other
costs associated with overnight stops. The second group is
costs directly related to passengers for instance in-flight
catering, transit passengers’ accommodation, meals, other
facilities provided on the ground for passenger comfort and
expenses incurred due to delayed or cancelled flights. Finally is
the annual premium insurance charge for passenger liability
insurance and passenger accident insurance which depends on
each airline’s safety record.

Ticketing, sales and promotion costs are the third item
which included commission of fees paid to travel agencies for
ticket sales, credit card companies, global distribution systems,
as well as the cost of retail ticket offices and all promotional
expenditure. Finally, General and administrative costs normally
include only those cost elements which cannot be allocated to
any categories (Doganis, 2002).

B. Cutting staff costs

This section will analyze cost elements traditional airlines
have eliminated. Table 2 shows the distribution of total
operating costs between various cost elements. As discussed
before, staff costs are associated with many other cost elements
so it is summarized as one cost element representing total staff
costs. It is clear then that staff costs are the most significant
cost element in airline operating cost followed by fuel cost and
rental (Dempsey and Gesell, 2006).

TABLE 2: BREAKDOWN OF AIRLINE OPERATING COSTS 1969- 2004

Cost 1969 | 1973 | 1980 | 1990 | 1993 | 2004
Saffsalaries & benefits 409 [ 456 [ 373 | 33.8 | 363 | 313
Equipment rentals n'a n'a 18 s | 133 87
Fuel & Ol 124 | 121 | 310 | 177 | 116 | 180
Travel agent commissions 35 3.2 34 [ 100 | 93 16
Food 36 ig n'a n'a 34 20
Landing fees 19 || 18 22 22
Advertising and other promotions 29 24 1.7 2:1 1.7 0.8
Interest on debt 38 33 n'a '3 n'a n'a
All others 320 | 269 | 212 | 272 | 200 | 33.2

Source: adapted from Dempsey (2006)

It also shows staff costs are the largest proportion of
operating cost for both low cost and traditional carriers. As
shown in table 3, Morrell (2005) compares airline operating
costs between Southwest Airlines and US Airways. This shows
Southwest’s staff cost as 39% and US airways’ as 40.8% which
differ by 1.8 %, followed by fuel and maintenance costs.
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TABLE 3: OPERATING COST FOR SOUTHWEST AND US AIRWAYS

Cost Category Southwest | US Airways | %% point

() ] different
Staff costs 390 408 -1.3
Fael 149 o8 +5:1
MNaintenance 16 51 +2:3
Sales commissions 11 16 03
Landing/rents 6.8 34 +14
Aircraft fent’ depeeciafion 106 103 +0.3
Other 19.9 27.0
Total 100.0 100.0

Source: Compiled from airlines annual reports and Morell, 2005

Most costs categories depend on external environment for
example, fuel and oil, interest rates, landing fees or aircraft
costs which are difficult to control. It seems staff costs are
potentially the most controllable operating costs. Traditional
airlines focus closely on staff cost elements and service costs to
cut airline operating costs (Doganis, 2001). So, controlling staff
costs is seen as key for airlines success.

Staff costs typically range between 30-40% of operating
costs which is the biggest single airline expense. Staff cost
elements include salary, benefits, payroll taxes for management
and any associated social charges. According to several
airlines, management and administrative staff often account for
about 10% of labour costs, pilots 31-35%, flight attendants
13% and mechanics about 13-16% (McCartney, 2002).
Traditional airlines have tried to reduce staff costs through
salary and benefit reductions, and productivity improvements.
Several legacy airlines have attempted to freeze or reduce
salaries or benefits, employ new staff on less general terms and
conditions or even lay off staff. According to the Association
of Flight Attendants there are about 100,000 flight attendants in
the United States down from about 125,000 in 2000 and their
income has decreased by 20 percent (Higgins, 2008).

In 1994, Delta Airlines planned to reduce its operating cost
of flying a seat one mile (available seat mile or ASM) from
9.26 cents to 7.5 cents by 1997, by slashing its costs 19% over
three years. Delta achieved this target by using aggressive
restructuring plan to eliminate 20% of its work force,
outsourcing, and reducing staff benefits (O'Brian, 1994). Delta
then eliminated 4,500 full time customer service employees,
and in 2005 announced it would outsource nearly half its major
airline maintenance and overhaul work. This contract aimed to
save $240 million a year and cut its heavy maintenance costs
by 34% over five years but 20% of staff would lose their job
(Field, 2005). These changes ruined the Delta corporate culture
of labour management harmony, service levels dropped
sharply, hundreds lost luggage and angry passengers abounded
(Dempsey and Gesell, 2006).
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I1l.  OUTSOURCING

Some airlines outsource labour intensive activities such as
ground handling, ticketing, catering, cleaning and maintenance
services to control salaries and benefits. They have long
contracted other airlines to provide activities where larger
airlines have operations and which leads to economies of scale.
British Airways outsource ground transport at Heathrow and
Gatwick airports and sold catering department to Swissair’s
Gate Gourmet. In turn Aer Lingus sold its entire maintenance
division to FLS engineering (Doganis, 2001). Low-wage
airlines like Continental and American West have outsourced
functions as such maintenance services. ValuJet outsourced
heavy maintenance and reservation. United contracted out sky
cap and cleaning services then sold off its catering unit to
Dobbs, for $120 million. As a result it saved $71 million of
catering renovation resulting in savings of $320 million over 7
years. Airlines may even outsource staff from lower salary
countries. For instance, Japan airlines outsourced staff from
Thailand and Singapore, which are lower salary countries or
from the UK and Germany which are relatively lower wage
countries. A Thai flight attendant is paid about 10% of a
Japanese flight attendant salary but is well paid in comparison
to other jobs in Thailand. Japan Airlines offered local staff as
much as $600,000 to quit their job and stopped employing
Japanese flight attendant in 1992 then replaced them with
overseas staff on less favorable terms and conditions. In 1989
4% of staff were non Japanese by 1998, 28% of all staff were
not Japanese (Reitman and Sapsford, 1994). Singapore Airlines
and Austrian Airlines also outsourced overseas staff members
while the former employed staff from Malaysia and Indonesia
the latter employed accounting staff from India (Dempsey and
Gesell, 2006).

V.

Fuel costs represent 10-20% of operating costs which is the
second biggest cost element. It is difficult to manage this as
fuel costs are an external factor. Over the past several years
fuel costs have risen substantially, putting a pressure on airlines
to control operating costs. In 2000 West Texas Intermediate
Crude stood at $30.30 per barrel and it increased to 63.27 per
barrel by 2006.

However, airlines can protect themselves against the risk of
rising fuel costs by fuel price hedging programs. A fuel price
hedge program is a contractual tool where an airline commits
to buy fuel at an agreed upon fixed price at some point in the
future, regardless of the market price at that time. If the market
price is above the agreed upon fixed price, the buyer gains. If
the market price is below the agreed upon fixed price, the
buyer loses (Barton, 2008). Table 5 shows fuel expenses and
hedging strategies for US domestic airlines.

FUEL PRICE HEDGING PROGRAM
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TABLE 4 PRICE OF WEST TEXAS INTERMEDIATE CRUDE OIL

Year Price per Barrel ( § USD)
2000 30.30
2001 23902
2002 2610
2003 3114
2004 41.44
2005 56.48
2006 63.27

Source: Air Transport Association of America

From table 5, in 2003 fuel cost averaged over 16% of total
operating costs for US domestic airlines. Southwest airlines
and JetBlue were industry leaders in fuel hedging with 82%
and 40% of expected 2004 fuel consumption hedged as of
December 2003, both airlines stated fuel hedging is key to their
low-cost strategy and believe this strategy forms a competitive
advantage. Across 2001 — 2003, Southwest cut its annual fuel
costs by $171 million, $45 million, and $80 million,
respectively, through its fuel hedging program. Like
Southwest, JetBlue managed their fuel costs by using fuel
hedging program. In 2002-2003 JetBlue reduced its annual fuel
costs by $4 million and $1 million respectively (Cobbs and
Wolf, 2004). While some major airlines did not use fuel
hedging program such as American, United or Northwest.
These airlines risk taking rising fuel price into their business
model. They pass fuel costs on to passengers by adding fuel
surcharges to airfares. However, when fuel prices rise
dramatically airlines cannot pass all of the cost on to
passengers (Zea, 2002).

Fuel hedging programs have several advantages. Firstly,
hedging airlines can better predict future expense and earning,
which help increase financial market confidence. Secondly,
hedging lets airlines take advantage of investment
opportunities when fuel prices are high. Carter and Simkins
(2002) show measurable fuel hedging by airlines can increase
the value of the firm an estimated 12-16%. There is therefore a
positive correlation coefficient between airline valuation and
the airline’s fuel hedging levels.
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TABLE 5: THE FUEL EXPENSE AND HEDGING STRATEGIES FOR THE US

DOMESTIC AIRLINES

Company ASM Fuel as a % of | Avg % of Fuel | Avg % af Fuel
i Operation Hedge Hadge
o cfm FY 2004 FY 2005
F¥ 2003
Airtran Holdings 10,046 213 33 12
America West 23373 164 i1 0
American 163,200 52 12 4
ATA 21,126 102 0 (i
Continental 78,383 143 0 0
Delta 134,000 138 33 0
Frountier 2841 178 7 0
JetBlue 13630 173 40 0
Midwest Air 2,368 196 0 0
Northwest 88503 135 0 i
Southwest 71,790 152 82 60
United 136,630 137 0 i
US Airways 58,106 11.7 30 5

Source: Company SEC filing and Carter (2002)

V. CHARGE FOR CATERING AND LUGGAGE

Some network airlines cut their costs allowing them to
lower their airfare by no longer offering a free meal. Cutting all
catering reduces both direct and indirect costs. When airlines
have no catering service they can reduce turnaround time as the
aircraft does not need to be cleaned and catered. They can also
gain more seats when galley space is replaced by seats. Further,
cabin staff can be reduced to the safety minimum. The US
Airways Group was the first major American airline to charge
for coffee and sodas, although the Association of Flight
Attendants objects to collecting the $1 and $2 fees for non-
alcoholic drinks. United Airlines no longer offers a free meal
on short-haul economy flights. However, fresh food menu or
snack box options are available for purchase $7USD and
$5USD each. Alcoholic beverages are also available for
purchase.

Low-cost carrier success has forced a revaluation of short-
haul product by traditional airlines. Low cost airlines either
offer no catering or a basic paid-for-service and their airfares
are only half or less of the network airlines. Then, suddenly
free catering became the most visible symbol of difference
between operators. Traditional airlines have gradually reduced
economy class free meals. This not only saves money but
increases business class product differentiation. The argument
being that no-one buys an air ticket because of the food. So if
ticket prices can be cut through cutting out food, commercial
success will follow. However, the danger for traditional airlines
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is that they can never match cost levels and average fares of
low cost airlines. If inclusive economy class catering is
eliminated, passengers may then see no reason for using these
airlines. Dennis (2008) argues legacy carriers have rushed to
strip out catering provision on short-haul flights. They believe
the Frequent Flyer Program is the only frill valued by
passengers. Most of these airlines have performed very poorly,
not helped by negative passenger perception coming from no
in-flight service, disillusioned staff and fares often higher than
Southwest or Jet Blue

In the United States, in May 2008, five of the six major
airlines started charging passengers up to $25 for a second bag.
This new fee was levied by Continental, Delta, Northwest,
United and US Airways. American Airlines announced that it
would charge a $15 fee for the first checked bag, on top of the
$25 second bag. United Airlines and US Airways then applied
this fee as well. While Delta did not join the other major
airlines charging for the first bag, it doubled the fee for a
second bag from $25 to $50. United estimated that new
baggage fees would generate about $275 million revenue a
year. Although full service airlines in the US attempted to
charge passengers more and more, Southwest, the largest low
fare US airline, did not join other airlines in charging fees for
previously free features, such as checking bags, and turned its
decision to forgo them into a marketing campaign. “Bags fly
free,” the airline declares on its Web site that passengers can
check two bags free, and must pay for the third. Gary D. Kelly,
Southwest’s chief executive said the airline remains reluctant
to add baggage charges, even though it is studying whether to
impose other fees, which the industry calls “ancillary revenue.”
This situation even gives it a big advantage over those airlines
to gain more passengers (Maynard, 2008).

VI.

In one competitive response to the growth of new entrants,
traditional airlines establish their own carriers using the low-
cost no-frills business model. Of many attempts to set up a no-
frills low-cost carrier as a subsidiary of a traditional airline
however, most have failed. Table 6 shows an overview of both
inactive and active low-cost subsidiary airlines where their
mainline also operate both a full-service network carrier and
low cost carrier business model.

Continental Airlines, the US’ fifth largest carrier,
established its subsidiary low-cost carrier Continental Lite to
compete in the low cost carrier market. Before it closed down
Continental Lite offered low-cost flights, primarily east of the
Mississippi  River. Continental then changed its pricing
structure, moving away from many of the bargain-basement
fares which had cut into the airline’s profitability. In 1994,
Continental Airlines suffered a monthly loss of about $55
million, of which up to 70% could be attributed to Continental
Lite. Kevin C. Murphy, an airline analyst at Morgan Stanley,
stated that Continental Airlines is a business where trying to do
one thing well is difficult enough (Bethune and Huler, 1998).

ESTABLISH A SUBSIDIARY LOW COST CARRIER

United Airlines announced low cost service called Shuttle
by United in 1994 to compete primarily with Southwest
Airlines. Shuttle operated along the West Coast of the US and
offered fares as low as $62 for every seat on every flight, some
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of which are comparable to Southwest’s fares. But the Shuttle’s
customer received some frills, like a seat assignment at the
airport and the right to earn mileage in United’s frequent flier
program. Shuttle eventually shut down in 2001 because it could
never get costs low enough. After Shuttle, United Airlines
attempted to launch another low-cost airlines, Ted. Ted was
established in November 2003 based in Denver, serving 23
destinations in the United States and Mexico with 57 Airbus
A320 aircrafts 156 seats with all economy class. Ted served the
market for 5 years, and was shut down in June 2008 due to the
jet fuel crisis.

TABLE 6: CLOSED DOWN AND ACTIVE LOW COST AIRLINES IN THE SAME
AIRLINES GROUPING

Closed down Active
Airline Grouping Low-cost unit Airline Grouping Low-cost unit
Continenfal Airlines Continental Lite | Britich Midland Emibaby
United Airlines Shuttle by United KLK Transavia (Basig Air)
United Airlines Ted LufthansaEurowings Cerman wings
Delta Aiurlines Delta Express Qantas Airways JetStar
Delta Airlines Song Qantas Airvays JetStar Asia
US Airways MEtroJet Japan Airlines JAL express
KLM Buz Thai Airways Nok Air
British Mrways Go Singapore Adrlines Tiger Airways
Lufthansa Lufthanss express
Frontier Atrlines People Express
Anstrian Airlines “Austrian Bratizlave™
Ajr Canada Zap, “Tango™ 2004
SAS Snowilake
Finn airMordic Airlink Fly Nerdic
LOT Cenfral wings
Qantas Airways Anstralian Airlines
Air New Zealand Freedom Air

Source: Compiled from Graf (2005) and Airlines’ website

Delta Airlines launched Delta Express as no-frills airlines
in 1996 based in Orlando international airport serving 31
domestic markets, then replaced it with Song in 2003. Song
was a subsidiary of Delta Airlines targeting leisure passengers,
flying to 21 destinations in the United States and Caribbean.
Delta discontinued Song in 2006.

British Airways set up GO in November 1997 based in
London Stansted to compete in the European low-cost market,
dominated by Ryanair easylet and Debonair. In 2002 it was
eventually taken over by easyJet with the reason given being
that BA wanted to focus on the business it understood best, that
of a full-service carrier.

ISBN 978-1-4507-1468-6



4th International Conference on Research in Air Transportation

The idea of running two different and actually conflicting
airline business models simultaneously often leads to poor
quality, dissatisfied customers, and discouraged employees
(Porter, 1996). Many subsidiary low cost airlines’ cost
structure is the same as the mainline operation, which means
lower fares might not even cover costs. One critical factor
seems to be the degree of independence the low cost operation
is given by the mainline operation. If a subsidiary low cost
carrier is given an independent management it can build its
own cost structure and business plan. The low cost airline can
generate substantial cost savings by separate labour contracts,
choose its own distribution channels even develop an
independent network and timetable (Dietlin, 2004). However,
when highly independent management is permitted
cannibalization is inevitable. The low cost operation then
competes directly with the mainline operation, since the low
cost carrier operates point to point routes which are likely the
same as the network carrier. Since a network airline has a very
dominant position in the market the low cost airline will start
cannibalizing mainline operation in these markets. This was
one of the main reasons why British Airways sold its low cost
subsidiary airline GO (Dietlin, 2004).

VII. INTIMATE Low COST CARRIER OPERATION

Some traditional airlines in the US or Europe intimate
economy class operations of low cost airlines. For instance,
Swiss International Airlines changed its economy class on all
its European flights in 2003 to make it more similar to the low
cost carrier product. The Swiss economy class fare was
reduced to match that of the low cost carrier. Booking online
was introduced and only provided a purchased meal. This
strategy let Swiss International Airlines’ load factor increase 16
percent while revenue per ASK rose 3.2 percent, however yield
decreased 11 percent (Dietlin, 2004).

One aspect of concern regarding the conversion of the short
haul economy class product to a low cost offering is the seat
availability of connecting passengers. The low cost operation
which leads to a lower fare stimulates demand for travel.
However where an airline is part of a global network with
connecting flights between short haul and long haul flights, it
might be that new passengers displace connecting traffic to the
airline’s long haul flights. If these connecting passengers do
not obtain seats on the short haul connecting flight they will
also miss the airline’s long haul flight. This is very important
because long haul flights may not maximize revenue and this
will jeopardize mainline operation yield (Dietlin, 2004).

VIIl. CONCLUSION

The competitive strategies adopted by the traditional
airlines in reaction to the competitive threat from low cost
airlines included setting up a low cost carrier subsidiary,
introducing charged for catering and luggage, reducing staff
cost and intimating low cost carrier operation. Reducing staff
cost and improve staff productivity are successful strategies for
the traditional airline because staff cost is the great proportion
in airline operating cost. This strategy causes a little negative
impact to passengers. While setting up a low cost subsidiary is
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a very inefficiency option because running two brands under
the same umbrella leads to incompatibilities of business
management.
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Abstract— Researchers are applying more holistic approaches
to the feedback control of the air transportation system [12-
13]. Many of these approaches rely on economic feedback,
including the cost of delays to the airlines. Therefore, finding
the true cost of a delay is essential for air transportation
management. A 2004 EuroControl study [2] describes a
methodology and presents results detailing the cost to airlines
of delays during various segments of a trip. The costs are
divided into short delays (less than 15 minute) and long delays
(greater than 65). The data used in the study consisted of data
collected from European airlines, air traffic management as
well as interviews and surveys conducted by the research team.
However, their model is not explicitly defined and therefore no
sensitivity analysis is possible in case the involved cost factors
change significantly (e.g. fuel). Furthermore, the model is
generated based on data from EU airlines for only 12 aircraft,
so applying these delay costs to other aircraft or US airlines is
not possible. This paper details a method for applying these
delay costs to other aircraft and other airlines. The individual
cost factor delays are applied to US data. The approach allows
one to update the cost whenever any of the factors (crew, fuel,
maintenance, and ground costs) change. It considers the size of
the aircraft when making such calculations, both from the
perspective of fuel burn and passenger costs. Data for
Philadelphia airport (PHL) is displayed as a case study to show
current delay costs.

Keywords-component; airline delay costs; airline delays;
economic modeling of airlines;

l. INTRODUCTION

The airline industry moves millions of passengers and
tons of cargo annually. The Schumer report estimated that
in 2007, airport delays cost about 40.7 billion dollars to the
economy [1]. Disruptions in one part of the airspace impact
the entire network as delays propagate. It is estimated that
almost 50% of the entire airspace delays are caused by
delays that originate at the New York/New Jersey/
Pennsylvania airports.

This implies that delays and their true costs are vital to
airport and airspace management decision making.

Similarly researchers are applying more holistic approaches
to the feedback control of the air transportation system [12-
13]. Many of these approaches rely on economic feedback,
including the cost of delays to the airlines. Therefore,
understanding the true cost of a delay is not only of interest

This research was partially funded under NASA grant NNX09AB20A
and NASA grant NNXO7AT23A.
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to the airlines that incur these costs but is essential for air
transportation management.

We begin this study by considering only the direct costs
to the airlines of such delays. We then apply estimates of
network effects on delay costs based on a study performed
by American Airlines [6]. Future work will examine the
social costs of such delays, i.e. the resulting economics costs
to the various regions and other industries.

In general a flight can be delayed due to several reasons,
mainly:

e Mechanical problems with the aircraft.

e Schedule disruption due to bad weather or air traffic
management initiatives (Ground Delay Programs
(GDPs) or Air Flow Programs (AFPSs)).

e Misaligned crew/ aircraft due to previous delayed
flight

Weather is a major cause of delay as it reduces the
capacity of both the airspace and the runways. At several
highly utilized airports, over-scheduling also plays role in
causing delays. Based on weather forecasts and schedules,
air traffic management estimates the resulting reduction in
capacity within various segments of the airspace and at a
variety of airports. It announces Ground Delay Programs
(GDPs) that hold aircraft at the departing airport, in order to
have the flying aircraft better match the capacity of the
system. For capacity reduction in air, Air Flow Programs
(AFPs) are employed that suggest/announce alternative
routes for the flights. Holding at a gate is both cheaper and
safer than airborne holds, and allows the system to be better
managed.  Finally, the delays already described induce
future delays in the system, because the aircraft or crews
may not arrive at their next assignment on time. Even when
the crew does arrive, they may not be able to work another
flight because they have exceeded their allowable working
hours.

We base our work on a final report evaluating true cost

of flight delays that was prepared by the Performance
Review Unit, EuroControl in 2004[2]. This EC report
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describes a methodology and presents results detailing the
cost to airlines of delays during various segments of a trip.
The costs are divided into short delays (less than 15 minute)
and long delays (greater than 65). The report provides the
resultant multiplier (Euros per minute) for any such
segment. The types of delays considered include gate delay,
access to runway delay (both taxi in and out delays), on
routes delays, and landing delays (circling or longer flight
paths to overcome congestion while approaching the
airport).  The data used in the study consisted of data
collected from European airlines, air traffic management as
well as interviews and surveys conducted by the research
team. However, their model is not explicitly defined and
therefore no sensitivity analysis is possible to changes in the
cost factors (e.g. fuel). Furthermore, the model is generated
based on data from EU airlines and in stated in terms of
costs in 2003 Euros.

The motivation of this paper is therefore to:
e Better understand each of the cost factors involved.

e Develop a model that includes each of the cost factors
e  Make the model consistent to US data.

This paper is organized as follows. Section Il describes
the EC report, Section Il provides our methodology for
determining the cost components and multipliers that make
up the final multipliers used in the EuroControl report and
describe our validation of the new model on European data
from the period of the EC report. In Section IV and V, we
apply our methodology to 8 weather days at Philadelphia as
a case study and show the resulting delay costs for these
flights. Section VI provides conclusions and Section VII
points out the future research.

Il.  EUROCONTROL PERFORMANCE REVIEW UNIT
REPORT (EC REPORT)

The EC report specifies that delays incurred can be of
two types: tactical delay and strategic delay. The report
makes the distinction between tactical delays (delays
encountered that are greater than the announced schedule,
i.e. delays above the anticipated padding of the schedule)
and strategic delays (i.e. the delay relative to an unpadded
schedule). Both US and European airlines increase the
arrival time over unimpeded time so that they can report “on
time” performance even when the system is over-
capacitated. Another distinction that the report makes is
between gate-to-gate (or single flight) delays and network-
level delays. The gate-to-gate delay is the delay that an
individual flight incurs based on the environment it
encounters, while the network delays are the effects that the
flight causes to the rest of the network. The cost of delay
discussed in the EC report is the tactical primary delay. In
the report, two types of delays have been chosen for
demonstration: delays of short duration (15 minutes or less)
and delays of long duration (65 minutes or more). Similarly
three cost scenarios have been used to “allow more realistic
ranges of values”.
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Inputs:
- Fuel Price

- Fuel Burn
Rates
- Maintenance

Cost EC Additive Outputs:

- Crew Cost Model gOISt of

- —> Black Box —> elay
PAX Delay ( ) Factors
Cost

- Load Factors

- Other Costs
(DRL, Airport
Charges etc.)

Figure 1: EuroControl (EC) Model

TABLE 1: LOw, BASE AND HIGH COST SCENARIOS
(FROM TABLE 2-5 OF [2])
‘short’ delay type: ‘long’ delay type:
Factor '15 minutes’ basis '65 minutes’ basis

low hase high low base high
load factor 0% 70% 90% 50% 70% 90%
transfer passengers 15% 25% 3% 15% 25% 35%
arrival / departure @ | domestic EU non-EU | domestic EU non-EU
turnaround time @ | 60 mins | 60 mins | 60 mins | 60 mins | 60 mins | 60 mins
parking @ remote pier pier remote pier pier
fuel price low base high low base high
weight payload factor 50% 65% 80% 50% 65% 80%
airborne fuel penalty (7 none none applied none none applied
handling agent penalty none none none none none charged
extra crew costs @ | none none low none | medium | high
airport charges averaged | averaged | max/2 | averaged | averaged | max/2
gao)f E‘L’Jsé /?_:iﬁehl?y N 0 005 | 032 | 040 | o048
aircraft depreciation, Strategic cost model used: Strategic cost model used:
rentals & leases please see Annex O please see Annex O
BHDOC ® scenario | low base | high low base | high
maintenance 15% | 15% | 15% | 15% | 15% | 15%

The EC report describes the model as an additive model
where each component describes some proportions of the
total cost. Table 1 shows what costs factors are included as
inputs in these cost scenarios under different delay
characteristics. For details, see [2]. Figure 1 details the
inputs and outputs of their model.

Further exploring their cost factors reveals the following
costs involved:

e Fuel cost: The report provides different fuel burn rates
for each aircraft type studied and for at all segments of
the flights. The prices for all cost scenarios and
conversion rate from Euro to Dollars are also provided.
(See Table 2-12 and Annex C in [2]).

e Extra Crew cost: The report defines extra crew cost as
extra cost paid in addition to the usual flight and cabin
crew salaries and expenses. It may include employing
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additional crew (both flight and cabin crew) or incurring
additional pay for regular crews due to unexpected
increases in hours worked. The report does not specify
exactly the methodologies used to obtain the crew cost
component of the multiplier in order to preserve
confidentiality of airline data. However, the report
describes under what circumstances the cost factors will
be increased (refer to Table 1 of this paper).

Maintenance cost: The maintenance cost is defined to
be the cost of maintaining both the airframe and power
plant of the aircraft. The additional maintenance cost
incurred for a one-minute delay is stated in the report as
approximately 15% of the Block Hour Direct Operating
Cost (BHDOC). The proportions of how maintenance
cost is divided into different segments of the flights are
given in Annex J of [2]. BHDOC’s are given in the
report for low, base and high cost scenarios for the 12
different aircraft systems studied (see Table 2-11 in [2]).

Depreciation Cost: The report assumes that there is no
additional depreciation cost caused by delays. Thus, the
depreciation component of total delay is taken to be zero
for all segments and cost scenarios.

Passenger Delay Cost: Passenger Delay cost (or PAX
delay cost) is defined as the compensation paid by the
airlines to passengers who have experienced delayed
flights. Passenger Delay (in cost per passenger per
minute) is given as: none for low and base cost
scenarios, 0.05 for the high cost scenario for 15 minutes
of delay and 0.32, 0.40 and 0.48 for low, base and high
cost scenarios respectively for 65 minutes delay. The
load factors assumed are: 50% for low, 70% for base
and 90% for high cost scenarios.

Other Costs: This factor is a catch-all component that
attempts to include any other cost factors mentioned in
Table 1 (such as parking, airport charges, handling agent
penalty, weight payload factor etc.). No specific cost
factors were given in the report, except details for
different Airport charges at different EU airports are
provided (see Annex L in [2]).

TABLE 2. TACTICAL GROUND DELAY COSTS: AT-GATE ONLY
(WITHOUT NETWORK EFFECTS)

based on 15 minutes’ delay based on 65 minutes’ delay
:Lr:‘r::_::iea ts costscenario | _cost scenario
low base high low base high
B737-300 125 0.6 0.9 14.5 20.4 44.6 82.8
B737-400 143 0.6 0.9 15.8 23.7 50.3 92.3
B737-500 100 0.6 . 0.8 13.8 16.6 . 38.2 73.5
B737-800 174 0.5 0.8 17.1 28.4 58.6 105.2
B757-200 218 0.6 1.0 20.2 35.6 71.7 126.0
B767-300ER 240 0.6 1.2 27.8 39.2 84.9 155.1
B747-400 406 1.8 . 2.2 49.0 67.1 . 142.2 258.7
A319 126 0.6 0.8 14.7 20.8 45.0 83.8
A320 155 0.6 0.8 16.3 25.3 53.5 96.5
A321 166 0.7 . 1.0 16.6 27.3 . 56.3 100.7
ATR42 46 0.4 0.6 8.6 7.8 19.7 40.6
ATR72 64 0.5 0.6 9.6 10.7 25.0 48.6
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Based on the analysis done, the EC report provides cost
of delay factors (in Euros). The delay is divided into three
segments of the flight; delay on the ground at the gate
(Table 2), delay while taxiing at either airport (Table 3) or
delay while airborne (en-route and holding, Table 4). These
segments were chosen for discussion because they reflect
the fidelity of publically available data.

TABLE 3: TACTICAL GROUND DELAY COSTS: TAXI-ONLY
(WITHOUT NETWORK EFFECTS)

based on 15 minutes’ delay based on 65 minutes’ delay
Aircraft and )
number of seats _‘________COSt scenario C‘D‘StSCeFIaI’IO
low base high low base high
B737-300 125 3.0 4.6 19.0 22.9 48.4 87.1
B737-400 143 3.0 4.7 20.3 26.1 54.1 96.6
B737-500 100 3.0 4.6 18.2 19.0 42.0 77.8
B737-800 174 29 4.5 21.6 30.8 62.3 109.5
B757-200 218 3.4 5.3 24.9 38.4 76.0 131.0
B767-300ER 240 4.5 7.2 34.0 43.2 91.0 162.1
B747-400 406 10.6 159 61.7 76.4 156.3 276.2
A319 126 26 4.1 18.4 22.8 48.2 87.4
A320 155 2.6 4.0 20.1 27.3 56.7 100.1
A321 166 3.0 4.7 209 29.7 60.1 105.0
ATR42 46 0.6 0.9 8.2 7.9 20.0 40.0
ATR72 64 11 1.8 10.3 11.4 . 26.1 49.2

TABLE 4: TACTICAL AIRBORNE DELAY COSTS AND HOLDING
(WITHOUT NETWORK EFFECTS)

based on 15 minutes’ delay based on 65 minutes’ delay
m:::-t?::trfm?(-:eats cost scenario . ”cost scenario
low base high low base high
B737-300 125 9.5 14.8 341 28.9 57.8 102.3
B737-400 143 9.2 143 34.6 32.0 63.3 111.4
B737-500 100 8.9 13.7 316 24.5 50.3 91.1
B737-800 174 7.8 12.5 331 36.5 71.3 1226
B757-200 218 10.3 16.1 40.7 46.2 88.2 149.7
B767-300ER 240 14.2 225 57.1 54.2 108.4 189.5
B747-400 406 27.6 422 102.4 97.5 188.8 3327
A319 126 7.1 111 29.1 28.1 56.4 101.3
A320 155 7.7 12.0 323 32.9 65.3 115.0
A321 166 9.5 14.9 36.2 36.5 70.7 1222
ATR42 46 1.6 26 10.8 9.1 21.9 42.8
ATR72 64 2.2 34 12.8 12.7 28.1 52.6

Since the data is in Euros, we have used the conversion
rate of 1 Euros = 1$ (as used by the report).

One point worth mentioning is that the findings of the
report are for EU airports only. We validate their cost
factors by applying the imputed cost factors to their data.
However, once we have obtained these costs factors, when
applying the formulas to US data, we recognize the
differences between the US and European system and adjust
the calculations accordingly to reflect these differences. For
example, passenger compensation costs incurred to the
airline in US are far lower than that of EU (due to EU
Passenger Bill of Rights or PBR). Similarly, aircraft spend
more time taxiing out in the US than in Europe. Also, in the
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US, Air Traffic Management imposes greater ground delay
programs in order to assure that there is little circling at the
destination airport. The EC report specifically comments on
this difference noting that, on average, the amount of en
route delay is greater than the amount of ground delay for
European flights.

I1l.  METHODOLOGY

A. Regenerating the EC Model

For our analysis, we start with a similar additive general
model for each of the different segments paired with the
different cost scenarios that include all the different cost
factors. Due to the fidelity of the available US data, we
divide the flight into three segments; gate, taxi and en-route
(which includes both airborne and holding). For each of
these segment, three cost scenarios and two range delays are
provided, hence for each of these 18 different cases
(segments x cost scenarios x delay ranges), we have the
following model:

Cgelay = Cruer X fuel burn rate x fuel price

+Cerew X Crew cost

+Cmaintenance X Maintenance cost

+ Cner X Other cost

+ Cpax X PAX delay cost X (# seats) X load factor

All costs factors are in minutes. The coefficients in this
cost model were determined so that we obtain a good fit to
the EC data, as presented in the report. The validation was
done using each of the three scenarios (low, base and high)
and each of the 12 aircraft types in that report. Since fuel
burn is directly applied in the formulation with no
multiplier, the fuel coefficient (i.e. cg, ) is 1 for airborne
and taxi segments and 0 for gate segment. . We fix the
catch-all category “Other Costs” to be $1.6" and the other
cost coefficient (i.e.c,tper ) 10 be 0.15 for gate segment and
0 otherwise, since these are consistent with the EC report.
The PAX cost coefficient  (i.e.cpqy) is set to be 1 for
validation purposes.  However, we revise this when
applying it to US data. Hence, the only two variables that
we need to determine are the coefficients for crew costs and
for maintenance cost.

Specifically, we need to determine the factors for all
combinations of the two delay ranges, the three scenarios,
and the three flight segments, or 18 (possibly different) sets
of coefficients in all. We note, however, that we have
assumed that the coefficients were independent of aircraft

type.
B. Modify Model for US Data

In order to apply this model to the US data, we made the
following changes that are more consistent to the US
airlines.

! This represents the other cost of operations which is $1.87 in 2008
Dollars(see [4])
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e We used cost factors from the BTS P52 database (fuel
price, crew and maintenance cost) [3].

e We used the fuel burn rate while en route from the BTS
P52 database. For taxi burn rate, we used ICAO engine
emissions databank. (See [5]).

e We set the PAX delay cost coefficient to 0, since in US;
it is not incurred by the airlines.

For other delay ranges, we used the following formulas:
for any delay less than or equal to 15 minutes, we used 15
minutes cost factor, similarly for any delay above 65
minutes, we used the cost factor for 65 minutes and above
delay. For delays between 15 and 65 minutes, we
interpolate using the two data points.

For the network effect of these delays, we use the delay
multipliers based on American Airlines case study (see
Table 2-20 in [2] or [6]).

C. Case Study

Finally, as a case study, we applied our cost factors to 8
representative weather days at Philadelphia Airport (PHL)
that have cancellation rates ranging as low as 1% to a very
bad day where 68% of the flights were cancelled. The data is
taken from ASPM database [7]. We used 2/13/2007,
3/16/2007, 3/23/2007, 8/9/2007, 2/1/2008, 2/12/2008,
2/22/2008, and 6/23/2008 for the case study. We chose these
days because, in every case, there were Ground Delay
Programs that forced large delays.

Our next section describes all the results and observations
we found during our analysis.

IV. RESULTS

Before beginning the work to determine the cost
coefficients for the new model, we first examined whether
overall cost factors in the US appear to be similar to those
incurred in Europe. We computed, based on the EC factors,
the different types of delay cost (gate, taxi and airborne-and-
holding) for the given 12 aircrafts and compared it with the
average operational cost per minute using P52 [3] data from
the BTS database for US airlines.
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Figure 2: Tactical Ground Delay costs: gate only (without network effect)
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Figure 3: Tactical Ground Delay Costs: Taxi only (without network effect)
vs. Operational costs
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Figure 4: Tactical Airborne Delay Costs en-route and holding (without
network effect) vs. Operational costs

Figure 2, 3 and 4 show that, in all of these flight
segments, the trends are similar affirming the fact that these
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cost factors are consistent with the operational costs in the
us.

Next we worked to determine the multipliers for crew
and maintenance costs that would, when combined with the
other factors sum to the resultant multipliers provided in the
EC report. Table 5 provides the computed multipliers. To
illustrate how close we come to the multipliers provided in
the report, we combine the individual multipliers into the
summarized single multiplier for total delay cost and
compare this multiplier to that provided in the EU report.
These resultant multipliers are provided in Tables 6-8
below. Green cells indicate the cases where EC cost factors
are 10 % higher than ours; Red cells indicate the cases
where our cost factor is 10% higher than EC reports. All the
remaining cells have values with difference of within 10%.
There are instances where the variations are off by more
than 10%, but mostly they are in the 15 minute delay
category and mostly, our numbers are lower than those of
the EC estimates. We assert, therefore, that the derived
numbers are likely to estimate well the costs of long delays.

TABLE 5: COEFFICIENTS COMPUTED ON FITTING THE EC DATA

Gate Only
Based on 15 Minutes Delay | Based on 65 Minutes Delay
Cost Factors cost scenario cost scenario
Low Base High Low Base High
Fuel 0 0 0 0 0 0
Crew 0 0 0.5 0 0.85 2
Maintenance 0.02 0.02 0.05 0.05 0.05 0.05
PAX delay 1 1 1 1 1 1
Other 0.15 0.15 0.15 0.15 0.15 0.15
Taxi Only
Based on 15 Minutes Delay | Based on 65 Minutes Delay
Cost Factors cost scenario cost scenario
Low Base High Low Base High
Fuel 1 1 1 1 1 1
Crew 0 0 0.5 0 0.85 2
Maintenance 0.02 0.02 0.05 0.05 0.05 0.05
PAX delay 1 1 1 1 1 1
Other 0 0 0 0 0 0
En-route
Based on 15 Minutes Delay | Based on 65 Minutes Delay
Cost Factors cost scenario cost scenario
Low Base High Low Base High
Fuel 1 1 1 1 1 1
Crew 0 0 0.5 0 0.85 2
Maintenance 0.02 0.02 0.1 0.05 0.05 0.1
PAX delay 1 1 1 1 1 1
Other 0 0 0 0 0 0
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TABLE 6: TACTICAL GROUND DELAY COSTS: GROUND ONLY. DIFFERENCE

BETWEEN EC AND OUR COST FACTORS FOR GIVEN 12 AIRCRAFTS
(COMPARED TO TABLE 2 OF THIS PAPER)

Aircraft and

Based on 15 min. delay

Based on 65 min. delay

cost scenario

cost scenario

Number of seats low base high low base high
ATR42 46| 0.30 0.31 0.20 (0.02) 0.08 0.12
ATR72 64 0.05 0.14 0.07 (0.02) 0.02 0.03
B737-500 100 (0.05) (0.01) 0.03 (0.03) 0.01 0.03
B737-300 125 (0.05) (0.01)] (0.02)] (0.03)] (0.02)] (0.03)
A319 126 0.03 0.09 (0.01) (0.02) (0.02) (0.03)
B737-400 143|  (0.05) 0.01 (0.0 (0.02)] (0.02)] (0.02)
A320 155 0.03 0.07 (0.01) (0.02) 0.00 (0.04)
A321 166 0.02 0.08 (0.04) (0.01) (0.03) (0.05)
B737-800 174 (0.09) (0.03) 0.01 (0.02) 0.02 0.00
B757-200 218 (0.03) 0.03 (0.03) (0.01) (0.02) (0.03)
B767-300H 240 (0.09) (0.00) 0.00 (0.02) 0.02 (0.02)
B747-400 406 (0.12) (0.10) 0.08 (0.03) 0.03 0.08

TABLE 7: TACTICAL GROUND DELAY COSTS: TAXI ONLY. DIFFERENCE
BETWEEN EC AND OUR COST FACTORS FOR GIVEN 12 AIRCRAFTS
(COMPARED TO TABLE 3 OF THIS PAPER)

Based on 15 min. delay Based on 65 min. delay

Aircraftand cost scenario cost scenario
Number of seats  [low base high low base high
ATR42 46 0.30 031 0.20 (0.02) 0.08 0.12
ATR72 64 0.05 0.14 0.07 (0.02) 0.02 0.03
B737-500 100  (0.05)]  (0.01) 0.03 (0.03) 0.01 0.03
B737-300 125]  (0.05)] (00n] (002)] (0.03)] (0.02)] (0.03)
A319 126  0.03 009 (001 (0.02)] (0.02)] (0.03)
B737-400 143|  (0.05) 0.01 (0.01) (0.02) (0.02) (0.02)
A320 155  0.03 007 (001 (0.02) 0.00[ (0.04)
A321 166, 0.02 0.08 (0.04) (0.01) (0.03) (0.05)
B737-800 174  (0.09)] (0.03) 0.01 (0.02) 0.02 0.00
B757-200 218  (0.03) 0.03 (0.03) (0.01) (0.02) (0.03)
B767-300f] 240 (0.09)| (0.00)f 000 (0.02)] 002 (0.02
B747-400 406| (0.12)] (0.10) 0.08 (0.03) 0.03 0.08

TABLE 8: TACTICAL AIRBORNE DELAY: ENROUTE AND HOLDING.

DIFFERENCE BETWEEN EC AND OUR COST FACTORS FOR GIVEN 12 AIRCRAFTS

(COMPARED TO TABLE 4 OF THIS PAPER)

Based on 15 min. delay Based on 65 min. delay

Aircraft and cost scenario cost scenario
Number of seats  [low base high low base high
ATR42 46 0.08 0.07 0.15 0.00 0.07 0.11
ATR72 64 0.00 (0.02) 0.04 (0.00) 0.02 0.04
B737-500 100 0.15 0.14 0.12 0.02 0.03 0.05
B737-300 125 0.13 0.13 0.08 0.01 (0.00) 0.00
A319 126 (0.10) (0.11) (0.06) (0.01) (0.03) (0.02)
B737-400 143 0.11 0.10 0.06 0.01 (0.00) 0.00
A320 155 (0.04) (0.04) (0.02) (0.01) (0.00) (0.02)
A321 166, 0.01 0.01 (0.02)| (0.00) (0.03)] (0.03)
B737-800 174 (0.12) (0.09) (0.04) (0.01) 0.01 (0.00)
B757-200 218 (0.09) (0.09) (0.07) (0.01) (0.03) (0.03)
B767-300H 240l (0.22)] (0.11)[ (0.05)|  (0.01) 0.01 (0.02)
B747-400 406| (0.20)f (0.22)] (0.03)] (0.02) 0.01 0.08
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V. APPLICATION TO US DATA

When using the same model but using fuel burn rates as
reported in US databases, we observed that fuel burn rates
reported in the US are lower than reported in the EC report.

This means that even using the model postulated in the
EC report, we will have slightly lower costs for equivalent
delays than that of the EC report. Table 9 shows the final
cost factors computed using the model with our data. We
have used the coefficients for the base cost scenario.

We next apply these cost factors to the 8 weather days at
PHL. We first compute the non-network costs and then, use
the delay multipliers from American Airlines case study
(Table 2-20 in [2] or [6]) to compute the network delays and
their resulting costs. Figures 5-9 provide some of the results
of this case study.

TABLE9: OUR COEFFICIENTS FOR DIFFERENT COST FACTORS
FOR US DATA
Gate Taxi En-route
Cost
Factor 15 65 15 65 15 65
min min min Min min min
Fuel 0 0 1 1 1 1
Crew 0 0.85 0 0.85 0 0.85
Mainten | 0.02 0.05 0.02 0.05 0.02 0.05
ance
PAX 0 0 0 0 0 0
Other 0.15 0.15 0 0 0 0

7,000

B network delay cost
$6,000
W tactical delay cost

$5,000

= $4,000

$3,000

Delay Cost per Flight ($)
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5. I I
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Figure 5: Cost of delay per Flight for observed days

Looking at the cost of delay for each observed day
(Figure 5), we see that the cost of delay is not proportional to
the proportion of flights cancelled that day. For example, day
“2/22/2008”, despite having only 22% cancelled flight has
the highest cost of delay while day “3/16/2007” with the
highest number of cancelled flight has very low cost of
delay. One possible explanation for this result is that all
cancelled flights are recorded as having zero delay. Thus, a
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day with more delays but lower cancellations will have lower
costs. Future research will evaluate how to better cost out
cancelled flights.
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Figure 6: Delay costs (arrivals vs. departures at PHL)

Delay Cost ($)

The total costs of delay for departures and arrivals at PHL
are very similar, Figure 6. However, arrivals show more
network delay costs.
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Figure 8: Departure vs. Arrival cost of delay per flight by time of day
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Comparing the total cost of primary delay for arrivals vs.
departures at PHL for the segments of flights, Figure 7, we
see the total delay cost is approximately the same. However,
arrivals show slightly more gate delay costs and significantly
more airborne delay costs than are observed with departures.
And departures show significantly more taxi delay costs than
are observed with arrivals.

Analysis of the departure and arrival delay costs per
flight by time of day is shown in Figure 8. Arrival delay
costs per flight are shown to be much higher for 0700, 1300
and 1500 hrs arrivals.

$5,000
$4,500

54,000

® Network Delay Cost
$3,500 ad

™ Tactical Delay Cost

2

Analysis of the top 15 airlines cost of delay per flight is
shown in Figure 9. One interesting result shows that not all
airlines incur similar delay costs at PHL. Southwest, United
Airlines, Delta Airlines and American Airlines all have
higher costs of delay at PHL than does the dominant carrier,
US Air. Also, the regional airlines have lower costs of delay
than the larger ones.
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Figure 9: Top 15 Airlines cost of delay per flight
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VI. CONCLUSIONS
From our analysis, we conclude the following:

e The cost factors from the EC report and costs as
reported by US carriers in BTS P52 database follow
similar trends. Thus, the general approach taken by [3]
the EC report can be applied, with minor modifications,
to compute the cost of delays for US flights

e We determined appropriate multipliers for crew and
maintenance costs that, when combined with the other
factors produced multipliers close to those reported in
the EC report.

e The US data shows that very long taxi delays at PHL,
which has one dominant airline, US Air. We presume
that this airline schedules its flights at peak times in
order to restrict competition.

e The cost of delay is not proportional to the flights flown.
One reason for this non-intuitive result is that when a
flight is cancelled, it is recorded as having zero delay.
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Future research will address how to cost cancelled

flights.

e We observe peaking at PHL and this scheduling of
departures above runway capacity results in larger delay
costs. The network delays are not necessarily larger for
these peak times.

e One interesting result shows that not all airlines incur
similar delay costs at PHL. Southwest, United Airlines,
Delta Airlines and American Airlines all have higher
costs of delay at PHL than does the dominant carrier,
US Air. Also, the regional airlines have lower costs of
delay than the larger ones. Here too, the issue may be
one of the way in which the data is recorded. The
regional jets are more likely to be cancelled than the
larger aircraft and, when cancelled, the data records such
flights as having zero delay.

e  Our calculations of the cost of delayed flights (but not
cancelled flights) total $18M for these 8 days.

Many economic modeling and analysis efforts require a
good understanding of the costs that an airline will incur
when it experiences delays at the gate, while taxiing or while
en-route. This paper has presented a relatively
straightforward mechanism for calculating such costs and for
predicting how such costs are likely to increase when there is
a change in fuel costs, aircraft type, or other major
alternative in the cost structure. It is informative in
explaining why airlines are currently down-gauging the size
of the aircraft used even at airports with substantial capacity
restrictions.

VII. FUTURE WORK

We intend to both expand and apply this model in a
variety of efforts currently underway:

e We need to devise a mechanism for including the costs
of cancellations in the overall cost calculations. The
research of Hansen et al. [9], Wang, et al. [10] and
Barnhart and Batu [11] will assist in this effort.

e We wish to apply the model and investigate its
sensitivity to significant cost changes in fuel or crew,
and changes in aircraft usage. By separating the cost
factors into their component parts, we are now able to
apply the model to aircraft types not studied in the EC
model. For application to the US environment, this
capability is imperative.

e We will next apply this model to a variety of different
airports and see how airline costs vary based on
different mixes of aircraft, varying amounts of airline
dominance, and alternative government policies (such as
slot-controls, rules about entry into the airport, etc.)

e We intend to examine if, based on these costs, we can
predict which flights are most likely to be cancelled or
delayed when weather conditions result in the initiation
of a Ground Delay Program.

e Once this model has been validated for a variety of
different congestion scenarios and airports, we intend to
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include the model as part of a larger equilibrium model
that predicts the actions of airlines under various policy
decisions. See [8] for more on this effort.

e We intend to use this as a tool in a congestion-pricing
model to determine the flights that are most likely to be
cancelled first when capacity at an airport is reduced,
and thereby to determine the prices that would be
needed to have supply approximately equal demand if
congestion pricing where imposed at some airport
imposed.
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Abstract— The problems of airport landside capacity assessment
are of industry-wide interest. Evaluation of landside capacity
enables airport operators and airport designers to identify
passenger and baggage flow bottlenecks, identify the primary
cause of bottlenecks formation and take measures mitigating the
impact of bottlenecks on the airport terminal operation.

Many studies dealing with the problems of airport landside
capacity are focused mainly on the processing part of the airport
terminal and consider the airport terminal to be an isolated
system. Even the most of models of airport landside operations
developed using either generic or dedicated simulation software
packages (e.g. PaxSim, SLAM, WITNESS, ARENA or EXTEND)
are designed for simulating the passenger and baggage flows only
between curb-side and apron. Although this approach provides
valuable data concerning capacity, delays or processing
bottlenecks, in some cases identified capacity constraints are only
the symptoms of the actual problem. In order to discover the
cause of the problem, it is necessary to consider the airport
terminal as an integral part of much more complex regional,
national or international transportation system.

This article reflects the above mentioned requirements and
introduces an innovative approach to passenger and baggage
flow simulation based on the fact that airport terminal is
considered as an integral part of air passenger door-to-door
transportation process.

Keywords-airport ground access; fast-time simulations; airport
capacity enhancement; door-to-door transportation process.

I INTRODUCTION

The air transport in Europe as well as worldwide has been
undergoing a rapid and continuous growth in the recent years
and it is anticipated that by 2030 there will be between 1.7 and
2.2 times the number of flightsin Europe seen in 2007 [1]. One
of the most serious problems of air traffic system that will have
to be solved in the following years is the capacity issue, and
that applies to both airports and airspace. The airports are
generally considered as a principal constraint to traffic growth
and increasing demand will definitely lead to congestion of
airports and Termina Manoeuvring Areas (TMAS) and to
generation of delays. It is expected that despite planned airport
infrastructure investments, in 2030, 19 European airports will
be operating at full capacity eight hours a day, every day of the
year and involving 50% of all flights each day. If the most
challenging scenario is considered, there will be as much as 39
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airports in Europe operating at their full capacity and involving
as much as 70% of all flights[2].

However, this trend does not necessarily mean that
duplication infrastructure will be required to accommodate the
demand in 2030. Implementation of measures that lead to more
efficient traffic flows and better utilisation of existing
infrastructure (ACE, CDM, TAM etc.) seems to be the right
approach for solving the current and future capacity issues. In
fact, thanks to these measures the efficiency with which the
physical infrastructure at airports is used is increasing
significantly. Thus despite the absence of obvious investments
such as new runways or terminal buildings the Europe’ s most
congested airports keep their ability to accommodate the
growing demand. Needless to point out that these airports have
been considered as saturated for years[3].

However, the airside capacity is not the only problem the
European airports currently face to. After September the 11th
and after security alertsin UK during summer 2006, the airport
security became a priority and it has affected passenger flows
within the airport terminals. The security procedures that were
introduced at European airports after summer 2006 caused the
35% dwell time increase [4]. However, the long queues at
check-in counters and at security checkpoints are not the only
issues the airport operators have to deal with. A large
percentage of private vehicles accesstrips at many airports lead
to congestion of airport access roads and car parks. Moreover,
high share of individual car access trips has negative impact on
the environment. At many airports, the ground access trips of
private cars associated with the airport operation generate a
greater share of air pollution than the aircraft movements[5].

In order to increase the capacity and thus keep the
capability to accommodate the growing demand, 138 European
airports reported that they are planning significant investments.
If these plans can be ddivered, these 138 airports in total
projected that their capacity would be 41% higher in 2030
compared to 2007. These plans include investments in building
new runways and in improving airside (taxiways, aprons etc.)
and landside (passenger terminals etc.) infrastructure [2].

Despite the planned investments into airport infrastructure,
the airports will become the principa bottleneck of the air
transport network that will generate enormous delays and
unaccommodated flight demand. It is anticipated that in 2030,
the highly-congested air traffic network will generate 2.3
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million of unaccommodated flights, which will be
approximately 11% of the overall flight demand [2].
However, the headless investments into airport

infrastructure do not seem to be the right solution of the
capacity problems due to time and geographical flight demand
imbalance. It is necessary to realize that the air transport is the
subject of significant seasona, daily and hourly demand
fluctuations. It means that many airports are congested during
traffic peaks but fairly deserted during times that are not so
attractive for passengers. In other words, there are times of day
when the traffic is very high and reaches critical hourly values
for either the airside or landside (or both); these are called peak
hours. Nevertheless, looking at the annua operation many
airports can be far from hitting the line. The peak hours simply
reveal the bottlenecks of airports. Moreover, thanks to the
existence of geographical flight demand imbalance only top
133 out of more than 2000 European airports carry as much as
90% of the ECAC IFR traffic [6].

It means that there is a big mismatch between when and
where the capacity is available, and when and where the
demand is present. This leads to inefficient utilisation of the
existing airport infrastructure. Taking this into account, the
following methods have been identified as measures that could
be potentialy used for mitigating the effects of the congested
European air transport network [2]:

Schedule smoothing: Move flights to times of the day
when more capacity is available.

Alternative airports. Move excess traffic either to
secondary or to regiona airports.

Larger aircraft: Use larger aircraft to reduce daily
frequencies on congested airports.

Investments into high-speed train networks. Replace
busy, short-range airport pairs flights by high-speed
train connections.

Exploitation of benefits of SESAR: The SESAR
programme will be making a major contribution to the
efficiency of air traffic management in the 2020 — 2030
timeframe.

All the above listed methods consider air transport network
as an isolated and independent transportation system and the
problems of airport terminals and airport ground access are
being underestimated. However, it is necessary to redlize that
due to physical and nuisance constraints the airports have been
built far from city centres and their operations and
consequently their competitiveness thus have always been
dependent on ground transport modes connecting airports with
urban areas. It means that air transport is by nature intermodal
since all passengers or goods have to go from their origin point
to the airport and from the airport to their destination point
using ground transport modes [7]. For this reason, when
dealing with airport capacity, it is necessary to consider all
parts of the airport, i.e. airside (runways, taxiways and apron),
landside (airport terminals) and airport ground access.
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II.  INNOVATIVE APPROACH TO AIRPORT LANDSIDE

CAPACITY ASSESSMENT

As mentioned in the section |., the main problem of current
measures that could be potentially used for mitigating the
effects of the congested European air transport network is
underestimation of the problems of airport terminals and
airport ground access. Bearing in mind that both, terminals as
well as airport ground access have direct influence on airport
landside capacity we will mainly focus on addressing this issue
in the following parts of this article.

Airport landside capacity assessment is very complex
interdisciplinary problem that does not have a universal
solution. Each airport has a specific infrastructure and is
operated in a specific environment in terms of economic,
geographic and demographic conditions. For this reason, it is
not possible to define generic approach that could be used for
assessing the landside capacity at any airport. This fact is
reflected especially in the field of computer-based models of
airport operations. Although these models are generally used
for evaluation of the airport capacity, none of these models has
attained the status of ‘international standard’ [8]. Summarizing
the current status of the problems, the process of assessing the
airport landside capacity is based on the set of general practices
and recommendations concerning the aspects of airport
operations that should be considered, and concerning the
methods and tools that should be used.

The problems of airport landside capacity assessment are of
industry-wide interest. Evaluation of landside capacity enables
airport operators and airport designers to identify passenger
and baggage flows bottlenecks, find the primary cause of the
bottlenecks formation and take measures mitigating the impact
of bottlenecks on the airport terminal operations. For this
reason, the airport landside capacity evaluation should be an
integral part of airport design and airport operations as it
provides a solid base for continuous process of the airport
capacity enhancement.

We have identified one principal issue in the research
dealing with the problems of airport landside capacity
assessment; it is the limited scope of landside capacity
assessment studies. Many studies dealing with the problems of
airport landside capacity are focused mainly on the processing
part of the airport terminal and consider the airport terminal to
be an isolated system. Although this approach provides
valuable data concerning capacity, delays or processing
bottlenecks, in some cases, identified capacity constraints are
only the symptoms of the actua problem. In order to identify
the cause of the problem, it is necessary to consider the airport
termina as an integral part of much more complex regional,
national or international transportation system.

In order to solve the identified research issue, our research
has been focused on investigation of the relationships between
airport ground access/egress and terminal operations with a
view to develop computer-based model that simulates traffic
flows between passenger origin/destination and the airport.

Asaresult of our research and devel opment activities afirst
beta version of Airport Ground Access and Egress Passenger
Flow Modd (AGAP) is presented in this article.
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The AGAP mode is a stochastic microscopic computer-
based modd that simulates entire airport access/egress related
traffic within airport’s catchment area. Its scope begins at the
place of passenger’s origin/destination and ends in the airport
terminal. The AGAP model extends the capabilities of model
simulating passenger and baggage flows in new terminal of
Bratidava airport, which has been developed using PaxSim
simulation tool.

Passenger movement Simulation System (PaxSim) is a set
of software tools that enable simulation of passenger and
baggage movements within an airport termina and on the
apron. PaxSim was developed by The Preston Group (later
Preston Aviation Solutions, now Jeppesen), which isaleader in
the development of advanced airspace and airport simulation,
decision support and scheduling systems for the global aviation
industry (The Preston Group also developed well known
airside smulation tool TAAM).

PaxSim is a graphics-based computer program used for the
fast-time simulation of airport landside operation. It processes
information from flight schedules to determine number of
arriving and departing passengers and daily distribution of
traffic at the airport. PaxSim is microscopic simulation tool that
allows simulating each passenger and baggage as individua
objects, rather than modelling ‘global’ passenger flows. As
PaxSim employs sophisticated algorithms of rea passenger
behaviour, the simulation outcomes reach a high level of
conformity with real terminal operation [9].

AGAP model and PaxSim simulation model congtitute a
microscopic model for simulation of door-to-door passenger
flows. This comprehensive simulation model enables to see the
airport in the context of regional, national and international
transportation network. Thanks to this approach, it is possible
to analyse the interactions between traffic flows within
airport’s catchment area and passenger and baggage flows
inside airport terminal building. This enables to identify
potential capacity constraints outside the terminal building and
perform comprehensive feasibility assessments of future airport
ground access/egress concepts.

I1l.  AIRPORT GROUND ACCESS AND EGRESS PASSENGER

FLow MODEL

AGAP model has been developed using MS Excel and
Visua Basic programming environment. The model enables to
simulate passenger flows from the place of passenger’'s origin
(home or office) to the airport and back. Thanks to this airport
ground access/egress passenger flow model, it is possible to
simulate passenger flows within the airport’s catchment area to
and from the airport and to investigate the interactions between
airport ground access/egress and airport terminal operations.

The Airport Ground Access and Egress Passenger Flow
model is a stochastic microscopic computer-based model that
simulates entire airport access/egress related traffic within
airport’s catchment area. Its scope begins at the place of
passenger’ s origin/destination and ends in the airport terminal.
The model consists of the following two modules:

Air passenger trips generation module: This module is
responsible for simulating the demand distribution
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within the airport’s catchment area. Based on the input
data this module alocates passengers to particular
flights, generates passenger groups and passenger
distribution to the cities within airport's catchment
area

Passenger transport mode choice module: This
module is responsible for simulating passenger airport
ground access/egress mode choice. Based on outputs
from air passenger trips generation module this module
selects the most favourable airport accessegress
transport mode taking into account price, travel time
and convenience. This module employs algorithm of
passenger behaviour.

A. Air passenger trips generation module

A flight schedule is the source of primary input data for
generation the air passenger trips. Before the flight schedule
can be imported into the AGAP mode, it has to be
supplemented by additional information and all the data needs
to be pre-processed to ensure they are in correct format. A
completed flight schedule contains the following information
on each flight: flight number, scheduled time of departure,
actual time of departure, destination airports, operator, aircraft
type, aircraft seat capacity, load factor, number of passengers,
indication if flight is international or domestic, indication if
flight is scheduled or charter, indication if flight's destination is
a holiday resort, share of business passengersin flight, share of
leisure passengers in flight, number of business passengers,
number of leisure passengers and possible times of arrival
(assuming that passenger uses services of same operator for
both outbound and inbound flights)

Based on the information from the flight schedule (i.e.
based on flight type, destination, aircraft capacity, load factor,
and proportion of leisure and business passengers) the model
alocates passengers to each particular flight. The
characteristics related to passenger flows within airport’'s
catchment area are then randomly generated and assigned to
each passenger based on relevant probability distributions.

In the first step of the algorithm, the model generates the
sizes of passenger groups. The air passengers often trave in
groups of various sizes (e.g. families, couples, friends, business
partners etc.). The group sizes are different for business and
leisure passengers. Each passenger type has a probability
distribution of the group size. These probability distributions
are used to generate passenger groups for the flight. The
algorithm generates the groups in the cycle until the number of
passengers reaches the actual number of passengers in the each
particular flight from the flight schedule. In the second step, the
model assigns the place of trip origin/destination to each group
of passengers. The region of the trip origin/destination is
randomly assigned to each passenger group based on
probability distribution that reflects the distribution of air
transport demand within the airport’s catchment area. The city
of the trip origin/destination is randomly assigned to each
passenger group based on the population distribution within
particular region. The assignment of region and city of
passenger’ s origin/destination is proportiona . It means that if a
particular region has higher air transport demand than another
one, the probability that the passengers are from this region is
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proportionally higher. Same analogy is used in the case of city
assignment. It means that if a city within particular region has
higher population than another one within the same region, the
probability that the passengers are from this city is
proportionally higher.

B. Passenger transport mode choice module

The algorithm of passenger transport mode choice that is
used in the AGAP model is based on evaluation of the
perceived costs of each transport mode. Thanks to this
approach, it is possible to consider both quantitative and
qudlitative factors influencing the passenger mode choice. The
AGAP model automatically selects for each passenger the most
favourable option in terms of price, travel time and
convenience.

The perceived costs of transport consist of the financia
costs, time costs and transfer costs. The financial costs
represent the money value needed to get from the place of
origin to the airport and back including all related charges such
as parking fees in case of car transport etc. The time costs
represent a perceived value of in-vehicle travel time and excess
travel time (i.e. waiting, waking, transfer time, etc.). The
transfer costs represent a perceived value of additional physical
and cognitive effort resulting from the transfer, and perceived
value of risk of missing the connection.

The AGAP model evaluates perceived costs of the
following airport access/egress transport modes:

Individual car —*Kissand drive

Individua car —‘Park and fly’

Taxi

Public city transport

National public transport + Taxi

National public transport + Public city transport

Before AGAP model starts to calculate the perceived costs
for particular airport access/egress modes, it has to calculate
distances, travel times, waiting times and number of transfers
for each airport access/egress option.

In the case of access/egress trips by individual cars (i.e.
‘Kiss and drive’ and ‘Park and fly’), model gathers al the
required information regarding distances and travel times from
the database containing comprehensive information on road
network within airport's catchment area. The time when
passenger arrives at the airport before STD (Scheduled Time of
Departure) of hisher aircraft is randomly generated by the
model using normal probability distribution. The time when
passenger leaves the airport after ATA (Actua Time of
Arrival) of hisher aircraft is defined by fixed value that is
estimated based on anaysis of the arival processes at
particular airport.

The information related to access/egress trips by taxi are
calculated and processed using same approach as in the case of
individual car trips. The only difference is that in the case of
taxi trip, the model randomly generates time that passenger
spends by waiting for ataxi.
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The information regarding national/urban public transport
between particular parts of catchment area and airport are
gathered from the actua public transport timetable database.
The public transport timetable database contains information
regarding travel times, service frequency, departure/arrival
times and number of transfers for al public transport
connections within the airport catchment area. The model
selects the most favourable outbound and inbound connections
from the database, considering the following factors:

Passenger’s itinerary defined by departure/arrival time
of higher flight;

Price of the connection;
Total travel and waiting times;
Number of transfers.

The time when passenger arrives at the airport before STD
of higher aircraft is given by the public transport itinerary of
particular passenger. The time when passenger leaves the
airport after ATA of higher aircraft is given by the arriving
processes at the particular airport and by time that passenger
spends by waiting for the public transport connection
(calculated based on the public transport itinerary).

When the model compiles a set of traffic flow related
information (i.e. distances, travel times, waiting times,
transfers, dwell times in terminal etc.) for each airport ground
access/egress option considering a specific needs and
requirements of each particular passenger, it is ready to
calculate perceived costs. The value of perceived costs for al
of above listed airport access/egress transport modes is
calculated using the following equation (1).

Perceived Costs = Financial Costs + TimeCosts + Transfer Costs [Eur]
D

Assuming that airport access/egress ground transport mode
with the lowest perceived costs would be the passenger's
choice the AGAP mode assigns the cheapest transport option
to particular passenger.

The main data output from the Airport Ground Access and
Egress Passenger Flow model is an Excel spreadsheet where
the information about the passengers is stored. It includes the
passenger ID number, place of origin, group size, transport
time etc. The most important aggregate information includes:
total travel time, total distance travelled, travel costs and arrival
earliness distribution of passengers.

The travel time, distance travelled and travel costs are used
as performance indicators necessary for the analysis of
passenger flows within the airport catchment area and for
comprehensive operational, economic and environmental
assessment of the airport ground access/egress solutions. The
arrival earliness pattern is key information for assessing the
impact of airport ground access/egress on the airport terminal
operations.

The capabilities of the AGAP model have been tested on
the Bratislava airport case study. Using the AGAP and PaxSim
models, we have compared current design of airport ground
accesslegress system at Bratidava airport with innovative
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concept based on dedicated minibus network serving the entire
catchment area. The minibus network has been designed for
collection, transportation and distribution of air passengers.
Operation of minibuses within this network is based on the
analogy of collection, transportation and distribution of
consignments within express carriers regional distribution
network. This principle dlows introducing a high-level
coordination and synchronisation between air and ground
transport. This airport access/egress concept is referred as pick-
up/drop-off concept in further text.

The main aims of the Bratislava airport case study were to
perform operational and environmental assessment of both
airport ground access/egress concepts and to investigate their
impact on passenger and baggage flows in the Bratislava
airport terminal building.

1IV. AGAP MODEL PRELIMINARY FORMAL VERIFICATION
AND VALIDATION

The model assumptions are based on extensive passenger
survey at Bratislava airport (performed during summer season
in 2003, 2004 and 2007) and a so on operational data collection
exercise that has been performed at Bratidava airport and at
Brno-Turany airport.

AGAP model validation: Arrival Earliness Distribution of Passengers

N

X
30m

Percentage of passengers arrived

over240m 210-240m 181-210m 151-180m 121-150m 91-120m 61-90m  31-60m
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= = Simulation Actual Data

Figure 1: AGAP model validation: Arrival earliness distribution of passengers

AGAP model validation: Proportion of airport access/egress modes
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Figure 2. AGAP model validation: Proportion of airport access/egress
transport modes

During the design process of the model we have created a
sample of 100 passengers (randomly generated). For these 100
passengers, we have calculated al the parameters manually
(e.g. group size, place of origin/destination within airport’s
catchment area etc.). During entire development process the
functionality and accuracy of the AGAP model has been
verified using this testing sample of 100 passengers. Thanks to
this verification process, we have reduced the probability of
creating the software bugs.
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In order to validate used algorithms and verify assumptions
that have been taken into account the simulation results have
been compared with actual operational data. The AGAP model
validation showed that the simulation results approximate the
real operations. The simulation results accuracy has been
verified by means of the following parameters:

Arrival earliness distribution of passengers (see Figure
1)

Proportion of airport ground accessegress transport
modes (see Figure 2)

As can be seen from the charts the simulation results
correspond to the actual operational data.

V. BRATISLAVA AIRPORT CASE STUDY

In order to peform operational and environmental
assessment of the airport access/egress concept based on
collection, transportation and distribution of passengers within
dedicated minibus network, it was necessary to define
simulation scenarios.

Traffic flows within dedicated minibus network were based
on computer modd of Slovak road transport network
developed by Faculty of Computer Science and Management
of University of Zilina. The computer model of Slovak road
network infrastructure reflects various road categories and
respective minibus travel speeds.

At this stage, our research did not focus on the traffic flows
optimisation within dedicated minibus network. However, we
assumed that by means of optimisation, it would be possible to
achieve high load factors and consequently high efficiency of
traffic flows.

In our study, we assumed that there is a reciprocal
relationship between average minibus load factor and price per
passenger-kilometre. This relationship is mathematically

expressed by equation (2).
Priceof minibus
Minibus Dist. Rate = _[EUR/km] @
[ EUR/ paxkm] Seat Capacity xAverageload Factor
[ Number of Seats] [%]

The chart in Figure 3 demonstrates the price elagticity of
demand for services associated with collection, transportation
and distribution of air passengers.

D d curve of pr d airport access/egress concept
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Figure 3: Pick-up/drop-off concept: Price elasticity of demand

As it has aready been mentioned, average load factor is
directly dependent on level of traffic flows optimisation within
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dedicated minibus network. For this reason, we decided to
consider three various load factor values in our simulations, in
order to answer the question, what average load factor needs to
be achieved through traffic flows optimisation to make the
proposed pick-up/drop-off concept viable.

In all 4 scenarios, we consider the traffic flows according to
flight schedule from 8th July 2008 (the busiest day in 2008).
According to data that were provided by Operation Division of
Bratislava airport, 49 arrivals and 45 departures of commercial
passenger aircraft took place at Bratislava airport on 8th July
2008. These aircraft movements generated passenger flows of
5,497 departing and 5,900 arriving passengers, who passed
through the termina at Bratislava airport on that particular day.
On 8th July, share of leisure passengers was 73% and share of
business passengers was 27%.

For the purposes of operationa and environmental
assessment of the proposed pick-up/drop-off concept, we have
defined the following 4 scenarios:

Baseline scenario: This scenario considers current
status of ground access/egress at Bratislava airport,
without any coordination between air and ground
transport.

Scenario40: This scenario assumes that the proposed
pick-up/drop-off concept has been introduced at
Bratislava airport. This scenario also assumes that by
means of traffic flows optimisation, 40% average load
factor has been achieved across entire dedicated
minibus network.

Scenario60: This scenario assumes that the proposed
pick-up/drop-off concept has been introduced at
Bratislava airport. This scenario also assumes that by
means of traffic flows optimisation, 60% average load
factor has been achieved across entire dedicated
minibus network.

Scenario 80: This scenario assumes that the proposed
pick-up/drop-off concept has been introduced at
Bratislava airport. This scenario also assumes that by
means of traffic flows optimisation, 80% average load
factor has been achieved across entire dedicated
minibus network.

For al 4 simulation scenarios, we assumed the following
configuration of passenger and baggage processing facilitiesin
the Bratidlava airport terminal:

Check-in resources: In all scenarios, we assumed 15
check-in counters opened and operated using the
common check-in concept (i.e. passenger can check at
any counter). In the case the baggage check-in is
considered to be an integral part of the proposed pick-
up/drop-off concept, 5 counters are used for self-
service drop-off and 10 counters are used for classic
check-in.

Security checks: In all scenarios, we assumed 4
central security checkpointsto be in operation.

Departure passport control: In al scenarios, we
assumed 4 departure passport control counters to be in
operation.
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Arrival passport control: In al scenarios, we
assumed 4 arrival passport control counters to be in
operation.

Baggage carousdls: In al scenarios. we assumed that
4 baggage carousels in main termina building, and 2
baggage carousels in arival termina C are in
operation.

In order to achieve results reflecting actual operation, we
have run each scenario three times. Considering the fact that
during each simulation, the AGAP model generates unique
passenger sample, each scenario has been simulated and
analysed using three different passenger samples. Average
values of the particular outputs of these three iterations were
then calculated and consequently used for further analyses.

VI. SIMULATION RESULTS

A. Market shares of the proposed pick-up/drop-off concept
and other transport modes
This part isaimed at analysing the impact of proposed pick-
up/drop-off concept on the overal efficiency of traffic flows
within airport’s catchment area.

The introduction of synchronised and coordinated airport
ground access/egress is anticipated to primarily influence the
proportion of particular transport modes used by air
passengers. One of the principle targets of air-ground
intermodality is to reduce share of individual car access/egress
trips.

Proposed pick-up/drop-off concept significantly reduces
market share of other airport access/egress modes. It means
that pick-up/drop-off concept is able to compete with both
individual and public airport access/egress transport modes. It
is necessary to point out that proposed concept does not serve
city of Bratislava, which is estimated to generate as much as
34.5% of the overall passenger throughput at Bratislava airport.

The simulation aso showed that proposed pick-up/drop-off
concept would be as attractive for leisure passengers as for
business passengers:

Scenariod0: 29.9% of leisure passengers and 32.1%
of business passengers would use the services of
dedicated minibus network to travel to/from the
airport.

Scenario60: 47.0% of leisure passengers and 47.0% of
business passengers would use the services of
dedicated minibus network to travel to/from the
airport.

Scenario80: 53.2% of leisure passengers and 52.8% of
business passengers would use the services of
dedicated minibus network to travel to/from the
airport.

B. Traffic flows efficiency

The simulation results aso proved that proposed pick-
up/drop-off concept would have a positive impact on efficiency
of traffic flows within arport's catchment area. The
introduction of the pick-up/drop-off concept into operation
would lead to reduction of wasted times related to travelling
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to/from the airport including passenger dwell timesin terminal.
In comparison with baseline scenario, the average wasted times
related to outbound trips would be reduced by 15.6% in the
case of Scenario40, by 24.9% in the case of Scenario60, and by
26.3% in the case of Scenario80. The average wasted times
related to inbound trips would be reduced by 10.6% in the case
of Scenariod0, by 16.7% in the case of Scenario60 and by
16.3% in the case of Scenario80.

ive Arrival Earlii

Arrival

Cumulative percentage of passengers arrived

over240m 210-240 m 181-210 m 151-180m 121-150m 91-120m 61-90m 31-60m 30m

Time before STD {minutes)

~— Baseline — - Scenario40 Scenario60 — - -Scenario 80

Figure 4: Cumulative arrival earliness distribution of passengers according to
particular simulation scenarios.

The chart in Figure 4 depicts how the proposed pick-up/drop-
off concept would contribute to the reduction of passenger
dwell times in airport terminal. According to simulation
outputs, in the case of Scenario40, the departing passengers
would spend 23.5% less time in the airport terminal compared
to baseline. In the case of Scenario60, the dwell time reduction
would be 35.8%, and in the case of Scenario 80, it would be as
much as 38.7%.

The fact that proposed pick-up/drop-off concept would
considerably contribute to increased efficiency of door-to-door
transportation is reflected in a significant reduction of average
number of transfers per access/egresstrip. The average number
of transfers per access/egress trips would be reduced by 44.1%
compared to basdline in the case of Scenario40, by 69.0% in
the case of Scenario60, and by 72.0% in the case of
Scenario80.

On the other hand, faster and more convenient transport
mode would be more expensive in terms of direct financial
costs. However, the advantages in terms of convenience and
time savings surpass higher travel costs. It means that proposed
pick-up/drop-off concept is still cheaper in terms of perceived
costs.

C. Environmental assessment

The simulation results that has been analysed in previous
chapters proved that the proposed pick-up/drop-off concept is
able to compete with private cars in terms of travelling speed
and convenience, and thus contribute to the reduction of share
of individual car accessegress trips. Consequently, if the
proposed pick-up/drop-off concept reaches certain market
share it could aso contribute to the reduction of air pollution
related to ground traffic generated by the airport.
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Figure 5: Annual CO2 emissions caused by individual car access trips and by
dedicated minibus network operation

However, the fast-time simulation of traffic flows within
airport’s catchment area showed that significant reduction in
CO, and SO, emissions (for CO, see Figure 5) would be
achieved only if average load factor reaches 70%. In terms of
NO, emissions, the introduction of the proposed airport
access/egress mode would lead to their increase regardless the
minibus traffic flows efficiency. This results from the fact that
diesel minibuses produce significantly more NO, emissions
compared to commonly used cars. On the other hand, we
expect that even lower intensive utilisation of minibus fleet
would contribute to reduction of local air pollution related to
cold starts of private cars.

D. Airport terminal operations

Number of Departing Passengersin theTerminal (2008)
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Figure 6: Number of departing passengers in airport terminal building during
the day

Fewer passengers in termina pose fewer requirements on
the size of the airport termina building and thus increasing
investment efficiency. According to the simulation outputs,
introduction of synchronisation between airport ground access
and airport traffic would lead to significant reduction of
number of departing passengers in the terminal. In the case of
Scenariod0, the average number of departing passengers in the
terminal would be 21.0% lower compared to baseline. In the
case of Scenario60, the average number of departing
passengers would be reduced by 33.0%, and in the case of
Scenario60, the average number of departing passengers would
be reduced by as much as 35.7% (for baseline and Scenario 80
see Figure 6).
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Figure 7: Average utilization of check-in resources

The average utilisation of terminal processing resources
would only be affected if the baggage check-in is an integral
part of the proposed pick-up/drop-off concept. Moreover, this
applies only to utilisation of check-in resources. The impact of
the pick-up/drop-off concept on utilisation of other processing
facilitiesis insignificant. According to simulation results, if the
baggage check-in is an integral part of the proposed pick-
up/drop-off concept, it would be possible to handle same
number of passengers using 25.4% less check-in resources in
the case of Scenariod0, 37.8% less check-in resources in the
case of Scenario60, and 43.2% less check-in resources in the
case of Scenario80 (for baseline and Scenario 80 see Figure 7).

The impact of the proposed pick-up/drop-off concept on
other terminal processing facilities (i.e. security checks,
passport control counters, etc.) isinsignificant.

VII. CONCLUSIONS

This paper describes and demonstrates a new method for
evaluating the capacity of airport terminas as well as for
operational and environmental assessment of airport ground
accessegress system. This new method is based on fast-time
simulation of door-to-door passenger flows and thus enables to
see the airport terminal as an integral part of regional, national
or international transportation network. Thanksto thisfact, it is
possible to analyse the interactions between airport ground
access/egress and passenger and baggage flows inside airport
terminal building. The new method reveals an innovative
approach to performing comprehensive operational and
environmental assessments of future airport ground
access/egress concepts.

Using this new approach, we have performed an
operational and environmental assessment of innovative airport
access/egress concept based on the intermodality principles that
are widely used within integrated intermodal networks of
parcel companies. Thanks to microscopic simulation of door-
to-door passenger flows we were able to conduct initia
feasibility assessment of the proposed pick-up/drop-off concept
and identify its potential benefits.

VIIl. FUTURE WORK

At this stage of research and development it is not possible
to use developed simulation models as decision making support
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tools in real operations. It is necessary to perform a more
comprehensive validation of outputs.

Within further research, we will also focus on the following
issues:
Development of more sophisticated algorithms of
passenger transport mode choice (e.g. current model
assigns each passenger with the cheapest transport
option, which does not fully reflect the actua
passenger preferences);

Integration of algorithms reflecting the probability of
delay in both, air and ground transport.
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Abstract — As hub airports become larger and larger, it is vital
that available runway capacity is used optimally to prevent
them turning into air traffic bottlenecks. This paper presents
the Cooperative Local Resource Planner (CLOU), which has
been developed as a prototype to assist in “airport-centered
flow management”. An overview of the first steps to be taken to
guarantee a smooth operational implementation is also given.
Different runway-use strategies will be discussed, using the
German Frankfurt Airport as an example. Furthermore, the
display of the planning results of CLOU and the integration
into the air traffic controller work area are addressed. Finally,
embedding of CLOU into existing system environment is
presented.

Keywords: Air Traffic Flow Management, Network and
Strategic Traffic Flow Optimization, CLOU

I.  INTRODUCTION

Nowadays the European central hpby airp often
operate at their capacity limits (compare [1] and [2]). More
and more, they are becoming the bottlenecks of the air
transport network. Even today, the smallest incident (which
might either be a reduction of available capacity or a shift in
demand) at a hub airport can cause huge delays and adversely
impact operating efficiency. These impacts are not limited to
the operations of a single airport, but can negatively affect
the complete Eu an airspace in terms of a “reactionary
delay” (compare@;

Expanding a hub airport results in complex runway
systems, with complex interdependencies between the
runways. These interdependencies result either from mixed-
mode operations or from interactions with the adjacent
airspace. Despite such expansions, it can be assumed that
capacity bottlenecks will remain an issue, at least at traffic
peaks.

To use the capacity of the runways optimally, a Flow
Management System as a Cooperative Local Resource
Planner (CLOU) has been developed at the German
Aeronautical Research Program sponsored by the Federal
Ministry of Economics and Technology of the German
Government. It provides suggestions for the chronology
of runway-use strategies based on demand and capacity
prognoses. After a detailed technical examination of the
system with live data, the supervisors of Tower and Approach
Control at the German hub Frankfurt Airport (EDDF) will
now perform an operational validation of the prototype.
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CLOU is a database-based airport-centered flow
management tool, which extracts flight information
of Stanly_ CDM and INFO+ (via Capacity Manager
(CAPMAN, calculates and forecasts the available airport
capacity) and only at Frankfurt Airport). With a planning
horizon from 30 min up to six hours CLOU fills the gap
between tactical systems like Arrival Manager (AMAN)/
Departure Manager (DMAN) and pre-tactical network
planning like Central Flow Management Unit (CFMU,
operational unit of EUROCONTROL). Based on demand
and capacity considering constraints and optimization
parameter CLOU generates a prediction of expected runway
in use, an optimal operation procedure, runway workload,
and parameters every five minutes. This parameters are flow,
punctuality, adherence to schedule, delay, and queue. The
planning results of CLOU are shared with other prediction
tools like CAPMAN (compare ). The algorithms that are
used to optimize the runway-oriented flow Rent
have already been presented before (compare )
and ain’t be part of this paper.

In addition to the underlying idea behind the flow
management of complex runway systems concept, this paper
also presents the first results of the operational validation.

These results emphasize the challenges presented by the
integration of this concept into operational procedures.

age
and

II. PRESENT SITUATION

At airports with runway systems, it is possible to handle
flights over different runways. However, as a rule, all
departures with the same destination direction leave from
the same runway, since non-systematic runway assignment
can quickly result in confusing situations in the airspace.
Unfortunately, this may mean that one runway is overloaded,
while there is unused spare capacity on another. A better
balance can be achieved by shifting departures, grouped by
Standard Instrument Departure (SID), among the different
runways.

shows an example of such an operational procedure
for Frankfurt Airport. In addition to the dependent parallel

runway system 25/07 for arrivals and departures, Frankfurt
Airport also features runway 18, or ‘runway west’, for
departures only.

At Frankfurt Airport, flights leaving to the north and

northwest usually take off from the parallel runway system.
Departures to the south, west and east are assigned to runway
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Fig.1. Example of operation procedures at Frankfurt Airport

west. Arrivals are handled exclusively by the parallel runway
system.

To ensure adequate arrival capacity during an arrival peak
on runway 25/07, it is possible to move either northwest or
north and northwest departures to runway 18.

The supervisors on duty take the decision to relocate the
departure flow from one runway to another based on a personal
assessment of the situation. This does not pose a problem as
long as the alternative runway has enough capacity to handle
the additional departure flow without causing delays. However,
as a rule, this decision is not so trivial. An assessment must
be made as to whether any resulting delay from relocating the
departure flow is indeed less than the delay from using the
standard runway.

The decision-making process is further complicated by
the necessary negotiations between Tower supervisors and
Approach supervisors. Naturally, Tower supervisors focus on
departures, whereas Approach supervisors prioritize arrivals.
The fact that Tower and Approach Control belong to different
DFS business units makes a holistic point of view rather
difficult.

This is also reflected in the systems currently available
to support supervisors in their decision-making. The ‘arrival
manager’ controls inbound traffic without taking departures into
account, while, on the departure side, a flight data processing
system is used which does not take inbound traffic into account.
The long-term planning of CFMU does not allow a holistic
view of the traffic processing at airports either.

The situation is becoming more and more complex, as
international hub airports add new runways, which result in
ever increasing interdependencies among the runways. The
optimal utilization of the available capacity over the daily peaks
in inbound and outbound traffic is just the start. Further factors
that must be optimized include the impact of weather and noise
abatement procedures on runway operations.
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III. Purpose: FLow MANAGEMENT
The purpose of CLOU is to optimize the traffic flow of
an airport’s runway system. CLOU supports coordinated
decision-making between Tower and Approach as regards the
prioritization of both arrival and departure traffic. It provides
suggestions for optimal runway-use strategy and the point in
time to change strategy.

For example, during an arrival peak at Frankfurt Airport,
CLOU might suggest shifting the departure flow from the
normally used parallel runway system to runway west to
minimize the overall delay.

In addition, CLOU proposes a prioritization of the remaining
arrivals and departures on the parallel runway system. The
planning suggestions generated by CLOU are based on a
dynamic capacity and demand prognosis, taking into account
interactions between in- and outbound air traffic. The surface
and turnaround flight phases are reproduced by simple logic
and flight information.

Supervisors can manually enter previous experiences
into the system or visualize the flow behavior following a
proposed change in strategy. Hence, CLOU provides a basis for
discussion for a more collaborative decision-making process
among Supervisors.

IV. DISPLAY/VISUALIZATION OF PLANNING RESULTS
CLOU displays the planning results which allow supervisors
to see basic planning suggestions for a planning horizon of three
or more hours. Additional tab sheets provide access to more
detailed information on individual flights or such calculated
parameters as flow, punctuality and delay.

The results are assigned from left (actual point of time) to
right (increasi Janning horizon), divided into ten-minute
intervals (see [Fig.2). The bottom line “time” shows the UTC
time in half-hour increments.

The first row contains the prognosis for the expected runway-
in-use. This information is based on the weather forecast and
may be manually modified by the supervisor.

The suggestion regarding which runway-use strategy to
apply is shown in the second row “DEP 25/07”. Every runway-
use strategy is assigned a color and a designator.

The third row illustrates the overall capacity of the
runway system, presenting the basis for the optimization.
This information is supplied by the airport system CAPMAN
(operated by Fraport, the operator of Frankfurt Airport). If a
supervisor judges the available capacity to be greatly different,
is it possible to replace the values manually as well. This
option exists both for overall capacity and for partial capacity
(individual runways or individual capacity of arrivals or
departures).

The visualization of arrival or departure prioritization
follows in the rows below (“Rwy 25/07” and “Rwy 18”). The
number of flights per ten-minute interval is color-coded — using
different colors for arrivals and departures — as well as bar graph-
coded. Departures act like stalactite, in contrast arrivals behave
like stalagmite. Furthermore, the caused delay by the ten-

ISBN 978-1-4507-1468-6



4th International Conference on Research in Air Transportation

>E ¢ Ado

Budapest, June 01-04, 2010

Prediction OverView (P0) v @, m_ X

( make input )

el
h» 15 i i>: Dmi'#

Expected Rwy in use

DEP Parallel Runway

Rwy 25/07 Dep r 1 JQQ*JL?Z*JL 1 J

Ry 25/07 Arr

i !
Default (North and Northwest Dep. at 25) I_‘

Default ‘

T EEENENEE -

. - - F

1

HA . AEnN
S

Capacity S
i

Rwy 18 Dep

Time

operation procedure

prioritization {

delay

j
oo | Jn-n--- ,

30 |

Fig.2.

minute interval is shown as two steps over 15 minutes and over
30 minutes (limits are adjustable). As additional information,
the average delay per flight during the shown intervals and
according to the runway are displayed on the right-hand side.

The bar graph at the bottom pictures the difference between
delay of the initial and flow optimized result. It is presented in
minutes and contains the amount of all flights.

The visualization means that supervisors can create a
mental picture of the optimized traffic situation, which in turn,
provides a basis for discussion. It should be borne in mind that
the suggestions are not binding; they merely provide decision-
making support for supervisors. The system should not replace
the supervisor’s decision, as situations may arise where the
system does not have all necessary information to create an
optimized solution.

V. OPERATIONAL EVALUATION

In September 2008 and from May through July 2009, first
tests withiathe qperational environment were carried out
(compare ﬂ and [8]). This will be followed by a field test
scheduled for the second quarter of 2010. One of the aims of the
field tests was to allow supervisors of Tower and Approach to
evaluate the usability of CLOU in an operational environment.
Furthermore, it has determined any additional requirements
that are still lacking from the supervisors’ point of view. At
this point, this paper will present first results and problems of
the operational tests. The design of the supervisor’s working
position during the field test will be covered, including any
changes needed. The steps necessary to increase supervisor
acceptance of the system will be addressed.
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Visulization of planning results for supervisors

A. Integration into the working position

The algorithms behind CLOU have been tested with live
data. For this purpose, an internal network with live data
access was created. The next step is to test the usability of the
prototype in an operational setting. The question arises how best
to integrate the new planning information into the supervisor’s
working position.

CLOU is still a prototype which means that it is not possible
to integrate the planning information into a live operating
system. In addition, severely limited space means that it is
not possible to set up an additional monitor at the supervisor’s
workstation. There is generally no free space available in the
Tower and the supervisor workspace in Approach Control is
already filled with various monitors so that there is no room
for a new display there either. Hence, an additional screen is
neither reasonable, nor realizable.

Therefore, a different approach was taken for the first
tests. The CLOU computer itself remains in the research
laboratory and the planning data was exported via intranet to a
computer that is not connected to any operating systems. This
test arrangement presents the only means of performing an
operational evaluation within the means available. One of the
disadvantages of this solution is the fact that the chosen screen
is also used to retrieve other information, so that CLOU can not
be displayed all the time.

After analyzing the information from field tests, the best
method to integrate CLOU into the existing working position
will have to be determined in cooperation with engineering and
operational staff.
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B. Change Management

During the development phase of the CLOU prototype,
the operational staff contributed by describing the various
operating procedures and the interdependencies between in-
and outbound traffic. Usually, real-time simulations using
operational personnel are conducted to assess the user benefit
of new prototypes. However, this approach could not be taken
because CLOU is a system supporting pre-tactical work.

In this case, an alternative procedure was adopted and in-
depth discussions about the optimization concept were held
with Tower and Approach supervisors. These discussions not
only helped clarify the need for a support system, they also
highlighted the supervisors’ reservations about such a system.
This underscored once again the importance of a carefully
planned implementation of the new system.

The three main reservations of the supervisors and the
suggested solutions are described below.

1) Trust in planning systems
During the first tests and the discussions with the
supervisors, it became clear that air traffic controllers harbored
general doubts about planning systems such as CLOU. These
doubts result from experiences with the introduction of various
planning systems in the past and lack of knowledge of the new
system.

During previous implementations of different planning
systems, the role of change management had been
underestimated. Staff were often instructed to strictly adhere
to the decisions and suggestions produced by such systems,
although they had no background information about the
underlying processes. They did not know what basis the
system used to produce its decisions. Hence, the staff could not
develop the necessary trust in the system’s reliability. The fact
that decision-making was taken away from the supervisors and
given to a system with an unclear mode of operation resulted in
the complete rejection of such systems.

CLOU will run in parallel with the other systems, without the
need for extra inputs from the air traffic controller. The system
updates itself every five minutes with new initial data. The
results are presented as a suggestion to the air traffic controller.
The air traffic controller may then use this information to
evaluate his decision-making process. The air traffic controller
may possess additional information not included in CLOU. If
the air traffic controller makes a decision that is not in line with
the system’s suggestions, CLOU will automatically update the
initial setting of the flight plan data. The air traffic controller
can also directly enter the information or decision into CLOU.

2) Transparency of optimization

Nowadays, air traffic controllers concern themselves mainly
with their own sector. A consideration of the long-term traffic
situation or the situation in neighboring sectors does not yet
take place. With CLOU, the controller’s view of the air traffic
situation is enlarged. The optimization process that is working
in the background does not only consider Approach or Tower
prioritizations, but also the best compromise for all airport
sectors. It is important that the air traffic controllers do not only
focus on the technical output of some optimization algorithm,
but in fact change their way of thinking overall.

When air traffic controllers understand the importance of
the optimum solution for the overall situation, they will be
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more likely to accept a potential temporary worsening of the
situation in their own sector if called for.

Besides developing trust in the system’s ability to find an
optimal overall solution, it is also essential to create outputs
that present the situation and suggestions explicitly. Air traffic
controllers will have to get used to the display of the results. If
they feel comfortable and familiar with the display, they will
extract the necessary information from the display quickly and
without any hesitation or doubt.

By introducing punctuality as an optimization criterion,
air traffic controllers will have to develop the capability to
evaluate the present traffic situation accordingly. For air
traffic controllers, it is rather difficult to categorize a flight as
punctual or unpunctual without the help of systems like CLOU.
Therefore, such flow management systems are necessary when
introducing new means to air traffic optimization.

3) Adequate data quality

Adequate data quality is the linchpin of the entire flow
management. An optimization is only as good as the initial data
quality. But of course it is also possible that the system is missing
some boundary conditions, such as information on the reduced
flow in preceding sectors. In order to avoid an optimization
based on false data, CLOU must have the capability of manual
input, allowing supervisors to modify parameters manually.

the modification of parameters with minimal effort (see ).
The interaction tab sheet appears in the same design as ab
sheet display.

Therefore, the CLOU interface contains a tab sheet tw
et

The following parameters may be changed: runway-in-
use, operations procedure, overall capacity, partial capacity
of runways as well as numbers of arrivals and departures per
runway.

Inputs in the tab sheet will be recognized automatically
by CLOU and trigger the refreshing of the optimization to
guarantee results that are always up-to-date.

The ability to change parameters manually introduces a new
requirement. Air traffic controllers are not used to handling
direct capacity values, although these are needed for CLOU.

VI. EMBEDDING INTO EXISTING SYSTEMS
The general concept of “balancing of demand and capacity”
is not new at all. Based on demand and available capacity,
target times are generated for every single flight. Nowadays,

TS
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24 24 24 25 24 25|25 8 8 8 8 8 |24 24 24 24 24 24+

25 25 25 |+

52 52 52 53 52 53|53 18 18 18 18 18 |52 52 52 52 52 52 |+

37 37 37 37 37 37|37 13 13 13 13 13 |37 37 37 37 37 37 |+

87 87 88 87 8 88|30 30 87

protatype

87 87 87 87 87 |+

07:30 08:00 08:30 09:00 09:30 10:00

Fig.3. Interaction tab sheet
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this happens with the help of the CFMU - a pre-tactical
system — as well as with the help of tactical systems, such as
the arrival (AMAN) and departure managers (DMAN). The
main difference between pre-tactical and tactical planning is
the increasing accuracy of the boundary conditions and hence
improved planning quality.

CLOU closes a gap both between pre-tactical and tactical
systems, as well as in respect of coordination of the interaction
between in- and outbound traffic at an aerodrome.

The different levels of “balancigg-ef-demand and capacity”
have different goals, as depicted in .

A. CFMU

The CFMU aims to avoid overload within sectors. The focus
is on the approach sectors in this case. CFMU is comparable
with an open-loop control. Flights are assigned with slots but
no update is carried out during traffic handling.

Furthermore, the CFMU is a network planning system with
no special focus on airports.

B. CLOU

With CLOU, a changeover to “closed-loop” control will be
introduced to air traffic control. CLOU distributes the demand
among the available runways and assigns priorities between in-
and outbound traffic. By keeping the system updated with the
newest traffic information, CLOU ensures a permanent ongoing
balancing of demand and capacity.

CLOU is an airport-oriented system that also considers
network issues.

C. AMAN/DMAN

Arrival and departure managers concentrate on minimizing
separation, as well as on the coordination between air traffic
controllers. This tactical system is arrival-oriented only and
provides current times.

VII. PRELIMINARY RESULT
During field tests so far the prognosis of expected-runway
in use was very well. With manually inputs it was possible to
define an explicit time to change operation direction.

The capacity forecasts was reliable as well. But exceptional
cases have needed manually input, for example, borderline
tailwinds at runway west combined with pilot decisions.

Based on these results and an adequate data quality, air
traffic controller review the suggestions of operation procedure
and runway workload. As basis of decisionmaking appears
three characteristics: number of shifted flights, value of delay
improvement, and forecast stability.

1) Number of shifted flights
One reason to refuse the suggestion is only a small number
of shifted flights between runways. The fairly low delay
improvement doesn’t justify the accelerated coordination effort.
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Fig.4. Levels of “balancing of demand and capacity”
2) Value of delay improvement

As main basis of decisionmaking emerges the value of
delay improvement over the planng jorizon. This value is
visualized as bar graph (compare [Fig.2). In case of a delay
improvement of over one hundred minutes between the initial
first-come first-serve and the flow-optimisied result based on an
optimal operation procedure, the air traffic controller follow the
suggestions of CLOU, usually. In this instance an improvement
of the traffic situation was noticeable.

3) Forecast stability
It turns out, that a forecast stability has to be guaranteed.
For example an operation procedure switch takes up to half an
hour. From this point an operation procedure forecast has to
be stable the next hour. Therefore, an optimal response due to
traffic changes is only aggravated possible.

A. Restrictions of field tests

Due to the fact that CLOU is a prototype, all supervisors
and air traffic controller were asked to have a look at CLOU
and review the suggestions with their own expertise. From it,
they are free to follow the suggestion and to prove it. But this
is volunteer in doing so. The air traffic controller accounts for
his decision.

B. Air traffic controller résumé

After these two first field tests a mainly positive response of
air traffic controller is noticed. The estimated benefit of CLOU
with the actual airport topology is elusive from the air traffic
controllers point of view. But with the upcoming four-runway-
layout according to the much higher runway complexity, air
traffic controllers expect a noticeable benefit with CLOU.

VIII. CoNcLusION

The development of the algorithm in the CLOU prototype
is nearly finished. Research with live data has proved that
CLOU has the potential to reduce delay and at the same time
improve punctuality. To validate the system, field tests are
indispensable. These experimental tests have shown in which
way the provided information represent helpful support for the
air traffic controllers concerns.
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With the help of flow management, capacity bottlenecks at
hub airports can be detected in a timely fashion, allowing to take
corrective action much earlier than at present. This means that
not only the airport that uses CLOU profits from the system, the
situation in the surrounding airspace is relieved as well.

The CLOU interface informs the controller about the future
air traffic situation and about a possible solution for the runway-
use strategy. Based on this information, Tower and Approach
could agree on further procedures and record them per input
into CLOU.

The field tests offer the possibility to get a first validation by
air traffic controllers during operations. Furthermore, air traffic
controllers are able to voice constructive criticism and make
further suggestions concerning the functions of CLOU and its
human-machine interface. These points will be considered in
the further development of CLOU.

Furthermore, field tests should indicate whether the
optimization results should be given to the supervisors only, or if
they could also be of help to the air traffic controller. Normally,
a supervisor does not deal with individual flights. This is part
of the controller’s duties. Therefore, it seems reasonable to
provide the air traffic controller with the results of CLOU.

IX. OurLook
On the basis of the runway-related demand and capacity
forecasts, further applications of CLOU will be developed both
within the framework of the German national research program
“Innovative Airport (iPort)” and the SESAR initiative. These
include:

A. Optimization regarding punctuality

By using a modified objective function, traffic handling can
be optimized to also take account of punctuality instead of just
aiming at minimizing delays as is the case today.

B. Use by airlines and airports

Particularly in the case of major problems in traffic handling
(reduced capacity or shift in demand), airlines and airports will
be better informed about the effects of such disturbances with
regard to delay and punctuality. They will thus be in a position
to plan their processes (aircraft turnarounds, parking positions,
etc.) with longer lead times in a proactive instead of a reactive
manner.
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C. Implications for the CFMU

By considering arrivals and departures as integrated
processes over a longer lead time, the CFMU will be more
precisely informed about time changes. The CFMU can thus
adapt CFMU slots as necessary and ensure better use of airspace
in analogy to the early take-off time used in A-CDM.

D. Prioritization by means of AMAN/DMAN

Traffic handling can be further optimized by combining
the systems CLOU and the sequence-oriented planning of the
arrival and departure managers.

E. Target time management

Thanks to the long lead times, optimum management
of individual flights can be initiated at an early stage taking
airline preferences into account. Reliable planning of departure
and arrival times is essential for the future 4-D trajectory
management since start and end of a trajectory are defined by
these times.
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Abstract—Ever growing traffic in air transport with associated
capacity constraints brings problems to air passenger flows at
airports. In efforts for improvement new original future airport
concepts are thought out. For the purpose of evaluation of future
airport concepts the passenger flow model is developed. The
model consists of two sub-models: Airport Ground Access
Passenger Flow Model (AGAP) and Airport Terminal Passenger
Flow Model (PaxMod). AGAP is based on random generation of
passenger flows from the catchment area to Airport Bratislava
using statistical data. PaxMod is based on linked cumulative
diagrams representing airport queuing systems and simulates
passenger flows through the airport terminal facilities. Both
models are interconnected and are used to evaluate Airside-
Landside Separation concept (ASLS) by simulating two
scenarios. First scenario is baseline scenario where classic air
passenger transport is simulated. Second scenario simulates
passenger flows in Airside-Landside Separated airports and the
result of simulation is compared to the baseline scenario.
Simulations showed that for most passengers the door-to-gate
transit time in ASLS scenario is higher than in classic scenario.

Keywords-Passenger Flow Model, Airport Terminal, Airport
Access, Queuing, Cumulative Diagrams, Travel Time, Airport
Catchment Area, Air Passenger

. INTRODUCTION

The Door-to-Gate Air Passenger Flow Model is developed
for the design and evaluation of original future airport concept
of Airside-Landside Separation which idea was described in [1]
and [2]. It is able to simulate the passenger flows from their
homes through the airport catchment area and the terminal to
the airport gates. The passenger flows at airports in this model
consist of processes (check-in, security control, boarding) and
movements among the processes.

The air passenger processes can be modelled by analytical
queuing models (stochastic or deterministic) or by simulation
models. In [3] an extensive survey on passenger behaviour at
Manchester Airport was made for the purpose of developing an
analytical model of passenger time spent at the airport. The
model is based on a network of linked analytical queuing
models where the nodes represent the processing centres, and
the links represent the proportion of total passenger flow.
Alternatively to stochastic approach [4] proposed deterministic
queuing models which could be graphically analysed by
cumulative diagrams as in [5]. This approach is used in [6] to

This research is conducted thanks to the support from Eurocontrol
Experimental Centre (Bretigny sur Orge, France) in cooperation with
University of Zilina (Zilina, Slovakia).
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model passenger arrivals to the departure lounge and their
departure from the lounge to the aircraft. The proposed
deterministic function describing cumulative passenger arrivals
was a quadratic function. Simple landside aggregate model
presented in [7] is an analytical aggregate model for estimating
capacity and delays at airport terminals. The facilities in the
terminal are divided into three classes: processing facilities,
holding and flow facilities. In processing facilities passenger
dwell time is calculated using deterministic equivalent queuing
model. Analytical models can be used to study impacts of
certain parameters on the system. On the other hand to keep
their underlying equations tractable they are often based on
strong assumptions which tend to be unrealistic. If the system
becomes too complex for analytical modelling the simulation
models might become preferable. The simulation model of the
complete passenger flow from the check-in to boarding and
from de-boarding to baggage claim was modelled in [8]. This
model and other models of airport terminals presented in [9]
and [10] were simulated using ARENA simulation software.
Although many authors develop their own simulation tools
[11], there exist specialized tools for passenger and baggage
flows at airports such as PaxSim.

In the context of our research the air passenger movement
at airport terminals is regarded as passenger walking. Walking
behaviour can be analysed on a different level of detail
(microscopic, mezoscopic, macroscopic) and using different
modelling techniques or theories. In our literature survey
models are classified according to modelling approach to the
following classes: Microsimulation models, Cellular Automata
models, Queuing theory based models, Gas-kinetics based
models and Continuum physics based models. This
classification has been adopted from [12].

For the purposes of our modelling we are interested in
passenger flow as a whole rather than in individual passengers.
However we still want to distinguish different types of
passenger groups. In particular we are interested in the
classification of passengers to business and leisure and their
corresponding flights such as long-haul vs. short-haul,
scheduled vs. charter, domestic vs. international and so one.
The analytical stochastic queuing models have difficulties in
capturing the quickly changing passenger arrival rates at airport
check-in desks or airport gates. The discrete-event micro-
simulations tend to be too complex and require a lot of input
data. Therefore we decided to use a simulation approach based
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on linked deterministic queuing models for modelling of
passenger flows at airport terminals. The airport ground access
flows are modelled by random numbers generation based on
probabilistic distributions of passengers within the airport
catchment area and by assigning them the transport mode with
the lowest perceived costs.

II.  AIRPORT GROUND ACCESS AND EGRESS MODEL

The model represents the passenger transport to and from
the airport. The access part of the model represents the
transport from the point of origin, which could be at home or at
office, to the airport departure hall entrance from where the
Airport Terminal model (PaxMod) begins. The egress part of
the model represents passenger transport from the airport
arrival hall to the destination. The air passenger access and
egress transport is connected with many activities. These
mainly include the passenger's choice of transport mode, time
planning (departure from the point of origin, the time reserve
desired) and the actual transport to the airport. The modelling
of passenger traffic from and to the airport depends on many
factors from which the key ones are:

Flight schedule

Aircraft size and load factor

Party size distribution

Type of flight (scheduled/charter)
Type of passenger (business/leisure)

Passengers' spatial distribution within the airport
catchment area

e  Passenger's transport mode choice

These factors are integrated in the AGAP model. The
process diagram of the model is shown on Fig. 3.

A. Flight Schedule

Flight schedule is the primary input to the AGAP model. It
is the starting point for the model. Following algorithms within
the AGAP model are using its data to generate passengers
within the catchment area. The most important flight schedule
data are the aircraft arrival and departure times, the aircraft
capacity, the average load factor and whether the flight is
scheduled or charter. Our flight schedule is based on CFMU
data and the data from [13]. For the simulation purposes we
used the data from the flight schedule valid on one
representative day. The selected day was 8th July 2008, which
was the busiest day in terms of passenger throughput at
Bratislava airport in 2008. According to data that were
provided by Operation Division of Bratislava airport, 49
arrivals and 45 departures of commercial passenger aircraft
took place at Bratislava airport on 8" July 2008. These aircraft
movements generated passenger flows of 5,497 departing and
5,900 arriving passengers, which passed through the terminal at
Bratislava airport on that particular day.
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B. Charter/scheduled party size profile

Party size profile is one of the parameters that describe the
passenger behaviour. This parameter describes the groups of
passengers travelling together. The most common groups in
this sense are couples, families, friends or colleagues. There are
significant differences in party size distribution considering the
scheduled flights and charter flights. Data regarding party size
shown in Tab 1 and Tab 2 were gathered from [16].

TABLE I. PARTY SIZE PROFILES FOR LEISURE PASSENGERS

AT BRATISLAVA AIRPORT

Party Size Count Percentage
1 2095 49.45%
2 1523 35.95%
3 313 7.39%
4 and more 306 7.22%
TOTAL 4237
TABLE Il.  PARTY SIZE PROFILES FOR BUSINESS PASSENGERS

AT BRATISLAVA AIRPORT

Party Size Count Percentage
1 2570 65.83%
2 971 24.87%
3 and more 363 9.30%
TOTAL 3904

C. Allocation of passenger groups to the flight

In the process of allocation of passenger groups to the flight
based on party size distributions the model randomly generates
groups of passengers and fills the aircraft taking into account
the seat capacity and the load factor. The random generation of
the groups is designed as follows. From the party size profile
the percentage of occurrence of each group is put into the chart
in a cumulative way as it is depicted on the Fig. 1. Random
percentage is generated according to the uniform distribution.
This number is found on the vertical axis and from that point
horizontal line is drawn against the group bars. Depending on
which group bar the line crosses the group is selected. In the
example on Fig. 1 there are two numbers generated 40% and
98%. According to the chart the number 40 transforms into the
single passenger group and the number 98 transforms to the
three or more passengers group. This generation of the groups
goes in the cycle and the passengers are cumulated in the
aircraft. Once the number of passengers reaches the aircraft
capacity multiplied by load factor the group generating
algorithm stops.
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Figure 1. Random generator of passenger group size

D. Allocation of passenger groups to particular regions and

cities

To be able to generate landside passenger trips to and from
the airport it is necessary to know where the passengers start
and end their trips. This can be derived from the passenger
demand distribution within the airport catchment area. Air
passenger demand distribution related data were gathered from
the database of passenger questionnaire responses that was
provided by [16]. It provides information about the demand
distribution of various passenger groups within the country.
However the distribution is based on eight autonomous regions
of Slovakia and it is not subdivided further. To be able to
generate passenger trips down to the cities we accepted
following assumptions. All passengers within one group are
assumed to be travelling together to/from the same city. The
passenger demand within one single autonomous region in
Slovakia is assumed to be uniformly distributed. Based on
these assumptions and the data provided, we designed
algorithm that allocates the city for each passenger group. The
probability of allocation of the passenger group to the city is
proportional to its population. Like this the algorithm firstly
allocates the region to the passenger group based on the survey
data and secondly allocates the city to the group based on the
population distribution in the cities within the region.

E. Allocation of transport mode to charter/schedule groups

The process of allocation of the transport mode to the
charter or schedule group is based on passenger's choice among
available transport modes. In our model we selected following
representative transport modes:

e ‘Kiss and drive’: (Passenger is driven by car to the

airport by someone else)

‘Park and fly’ (Passenger drives and parks the car at
the airport)

e Taxi

e  Public transport — combination of trains and busses

In the model the transport mode choice is based on the
evaluation of transport costs while choosing the transport mode
with the lower perceived costs. The perceived costs of transport
consist of the financial costs, the costs of time and transfer
costs. The financial costs represent the money value necessary
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to get from the place of origin to the airport and back including
all related fees for example parking fees in case of car
transport. The time costs represent the total travel time
multiplied by the value of passenger travel time. The transfer
costs represent a perceived value of additional physical and
cognitive effort resulting from the transfer, and perceived value
of risk of missing the connection.

Il.  AIRPORT TERMINAL PASSENGER FLOW MODEL -

PaxMoD

The airport terminal passenger flow model (PaxMod)
represents air passenger activities at the airport that start at
entering the airport terminal and end after boarding an airplane.
The flow input to the PaxMod is the flow generated by AGAP
model. There are many activities that passenger does in airport
terminal. These include visiting restaurants, the shopping, the
renting a car etc. For the purposes of our research we are
focusing only on activities related with the flight. These
activities are divided into passenger processes and passenger
movements. Passenger processes are mainly check-in, passport
control, security check, customs, gate check-in and baggage
claim. Passenger movements represent passenger walking from
one service to another (e.g. from check-in to security).

A. Processes

In our literature review we identified three modelling
approaches to model processes. These were stochastic queuing
models, deterministic queuing models and simulation models.
For the modelling of the processes we chose deterministic
approach based on the work done by [14] and by [7]. The main
reason for this is that we are interested in the flow from global
view rather than from the view of individual passenger.
Individual characteristics and microscopic level of modelling
could be realised in microscopic simulation model. However
the more complex the system is the more the simulation model
tends to be difficult to develop. On the other hand application
of queuing theory in stochastic queuing models removes some
complexity as it is in the simulation models; however it is often
based on strong assumptions which tend to be unrealistic. As
an example queuing models hardly can capture varying rate of
arrivals to the system which often occurs at the check-in
counters at airports [11]. The deterministic approach allows
modelling any kind of arrival profile and still the model could
be relatively simple to develop so it might cause fewer
difficulties in its development phase then in the case of the
microscopic simulation model. Lastly the building blocks of
our model should be transparent. Therefore we used relatively
macroscopic level of modelling whereas only the behaviour of
a group of passengers is modelled and not the individual
behaviour.

The modelling approach is based on that the cumulative
number of arriving passengers to the server (arrival profile) and
the cumulative number of departing passengers from the server
(departure profile) is known. It could be represented by A(t)
and D(t) functions for arrival and departure profile respectively
as it is depicted on Fig. 2
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From these functions average waiting time could be
calculated as follows. Every passenger waits in the line certain
time ranging from zero to some value. Sum of all waiting times
could be calculated as an area bounded between A(t) and D(t)
function:

Toai = | (A(t) = D(t) et

The cumulative number of passengers at the time t is
represented by N(t). Thus average waiting time per passenger
until the time tis:

[(A®) - D(®))dt
N (t)

T

wait

t . = =
wait_avg N (t)

B. Movements

Movements in PaxMod represent passenger walking from
one server to another e.g. walking from check-in to the security
control. The movements are modelled by shifting the departure
profile from the server by specific time delay. The time delay is
a time needed for the passenger to get from one server to
another. Due to simplicity it is assumed that all passengers get
to subsequent server within same period of time. Each
subfunction of the departure profile is shifted by the same time
delay. If universal form of polynomial of 3rd degree is written
as:

P(t) = a3.t3 +az.t2 +a.1.t+a.0

then the shifted function by the time delay d has following
form:
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C. Initial arrival profile

The initial servers of the PaxMod airport terminal model
are check-in desks. Arrival profile to the check-in desks are
based on arrival earliness profile gained from AGAP model.
PaxMod is based on polynomial functions representing
cumulative passenger arrivals, service and departures. AGAP
model provides cumulative arrivals in a microscopic form. It
means that each passenger arrival is represented by a time
stamp and that is stored in a table in a cumulative form.

To feed the AGAP arrival earliness profile to the PaxMod it
is necessary to represent AGAP profile with a polynomial
function. My literature review showed that the polynomial
functions of third or fourth degree are used. Within the
PaxMod model the functions are further processed, combined
and other data are from them calculated. Polynomial functions
of fourth and higher degree are very complicated to process
further. Therefore in PaxMod model the polynomials of third
degree are used to represent passenger cumulative arrivals and
departures. To fit the polynomial of third degree to the AGAP
arrival earliness profile the linear regression is used.

D. Simulation and results

The Door-to-Gate Air Passenger Flow Model is used to
simulate two scenarios of airport configuration - the baseline
scenario and Airside-Landside separated scenario. The baseline
scenario represents the classic concept of air passenger
transport. The passenger leaves from home or work, travels by
the public transport or by car to the airport and proceeds
through the airport facilities to the aircraft. The Airside-
Landside separated scenario (ASLS scenario) represents new
concept of air passenger flows. This scenario is compared with
the baseline scenario. The principal difference in the ASLS
scenario is that passengers start the terminal processes in the
hypothetical city-air-terminal collocated with City main
railway station. In the ASLS scenario the passenger processes
are different than those in Baseline scenario in following ways:

e The passengers are transported to the airport using

hypothetical dedicated train.

The check-in service, border control and the security
are scheduled analogical way as in the Baseline
scenario but are shifted by the transport time in
advance.

The check-in, border control and the security are
operating in the appropriately equipped hypothetical
train so that the passenger may be processed during the
transport to the airport.
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The results of the simulations are shown in Tab 3. It was
shown that the ASLS concept performs worse for most of the
passengers in terms of door-to-gate transit time. This is
especially the case of passengers travelling by car. Passengers
that start they journey outside of Bratislava and travel with
public transport, spend approximately equal time in both
concepts.

TABLE Ill. DOOR-TO-GATE TRANSIT TIMES [HH:MM]
Transport Star-tlng Classic | ASLS Diff. AS_LS-
mode point Classic
Car Outside | 50/, 442 0:48

Bratislava
Public 1 Outside | ¢.49 | 4./ 0:02
transport | Bratislava
Car Bratislava 1:55 2:18 0:23
Public Bratislava 2:25 2:54 0:29
transport

IV. CONCLUSION

For the evaluation of future airport concept from passenger
flow perspective the door-to-gate air passenger flow model was
presented. The model is based on airport ground access and
egress passenger flow generator that uses random number
generation based on probabilistic distributions and on airport
terminal passenger flow model that uses deterministic queuing
models for flow representation. Preliminary simulation results
of passenger flows through selected airport concept called
Airside-Landside Separation Concept showed that the concept
has negative impact on passenger travel time in general.
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