En-route Arrival Time Prediction using Gaussian Mixture Model
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Abstract—Accurate trajectory prediction is required to realize safe and efficient aircraft operations. In this paper, a new framework for predicting arrival time of en-route aircraft using Gaussian Mixture Model (GMM) is proposed. The proposed method fits the historical trajectory data with GMM whose variable is a set of arrival times at the significant points along a specific air route. The flight times to the defined points along the air route are computed conditioned on the observed flight times for the previous points that the aircraft has already passed by. The form of prediction output from the proposed model is the probability distribution which would increase its applicability to various fields due to its probabilistic nature. The performance of the proposed method is demonstrated by applying it to real flight data in Incheon Flight Information Region (FIR).
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I. INTRODUCTION

Decision support tools such as Enhanced Traffic Management System, Departure Manager (DMAN), and Traffic Management Advisor are being developed and utilized to reduce and manage air traffic congestion both in airspaces and at airports by optimizing the aircraft’s departure sequence and times. To improve the performances of those tools, various studies have been made to develop the techniques for more accurate trajectory prediction.

The classical approach for trajectory prediction is based on aircraft dynamics and performance data such as Base of Aircraft Data (BADA) [1–6]. Since trajectory prediction is a complex process which requires various information including meteorological conditions, aircraft performance and flight intent, there is still a significant room for improving its accuracy [7-9].

More recently, air traffic practitioners and researchers have identified and applied data-driven techniques to address problems related to trajectory prediction. In such studies, researchers propose using regression analysis methods to predict aircraft trajectories [10–11]. Other studies [12–13] performed trajectory prediction using weighted linear regression. Still, another study [14] proposed a method for predicting aircraft trajectories in terminal airspace using a Gaussian Mixture Model (GMM). As a related study, the separation interval between aircraft required for continuous descent operation was calculated using a generalized linear model [15].

In this study, a new framework for predicting fix-point arrival times of en-route aircraft using a GMM is proposed. The proposed method fits the historical trajectory data with a GMM whose output prediction variables is a set of arrival times at the way-points along a specific air route. Accordingly, the arrival times at future way-points over which aircraft will fly are computed conditioned information gained from earlier segments of the trajectory. As time progresses, and new data is updated, the predicted arrival times at subsequent way-points are automatically updated.

Typically, data-driven trajectory models seek to predict arrival times at a specific way-point. Thus, if the goal is to predict an aircraft’s location at multiple way-point along its route (especially, at merge points), then multiple independent prediction models are required, one for each way-point. The proposed GMM model is able to overcome this limitation by concurrently learning the correlation between arrival times at multiple way-points. As such, the proposed GMM model is able to produce multiple predictions for all way-points, thereby removing the need to multiple models. The form of prediction output from the proposed method is a probability distribution, unlike traditional regression techniques. The capability of GMMs to produce probabilistic measures increases its applicability and value to various fields such as stochastic arrival scheduling or risk management.
II. METHODOLOGY

A. Overview

In this study, a model for predicting arrival times at the defined points along a specific air route is proposed. Fig. 1 shows the overall framework of the proposed method. The method consists of 2 stages: (1) learning stage and (2) prediction stage. In the learning stage, the GMM is generated based on historical data using the EM (Expectation-Maximization) algorithm. The random variable $X$ of GMM represents the flight times to the defined points along the air route from its first way-point. The defined points are set to evenly divide the whole air route, and the number of defined points is $d$.

In the prediction stage, the flight times to the defined points along the air route are predicted. As shown in Fig. 2, the distributions of the predicted flight times are computed conditioned on the observed flight times for the previous points that the aircraft has already passed by.

B. Data preprocessing

The radar data used in this study includes aircraft state such as longitude, latitude, altitude, ground speed, call sign by flight time. To generate GMM, resampling process using linear extrapolation and interpolation is performed for each trajectory to obtain the flight times to the defined points. The incomplete trajectories whose data points either starts after the first way-point or ends 12.5 NM before the final way-point are excluded.

An aircraft may fly off the air route due to various reasons including controller instructions or bad weather. For those flights, the flight time associated with the original trajectory point is considered as the flight time of the foot of the perpendicular line to the air route, as shown in Fig. 3.
C. Learning with Gaussian Mixture Model

GMM is a mixture model consisting of multiple Gaussian distributions along with the mixture weights for each distribution. In this study, the parameters (i.e., mean, covariance matrix, and weight) for each distribution are estimated from historical data by using EM algorithm.

In this study, K-means++ algorithm [16] was used to set the initial parameters efficiently. K-means++ algorithm is a heuristic algorithm for determining the centroids in K-means clustering. The statistics such as the mean and covariance of clusters are used as initial parameters for EM algorithm. This process helps to speed up the computation process and increase the chance that the estimated values will converge to the true ones.

D. Prediction method

The conditional distributions of the predicted flight times are computed based on the aircraft’s current position (longitude, latitude) and the flight times observed so far for the previous points.

Consider the Gaussian mixture model consist of \( n \) (\( K=n \)) of \( d \)-dimensional multivariate normal distributions \( N_1(\mu_1,\Sigma_1), N_2(\mu_2,\Sigma_2),...,N_n(\mu_n,\Sigma_n) \), each with mixture weights \( \omega_1, \omega_2, ..., \omega_n \). Suppose that an aircraft has already passed by \( m \) of defined points (\( m<d \)) and a set of observed flight times is given as \( A=[a_1,a_2,...,a_m] \). The probability that the aircraft falls within the \( j \)th distribution can be computed by Bayesian inference as follows.

\[
\hat{\omega}_j = P(z=j|A) = \frac{\omega_j p(A|z=j)}{\omega_1 p(A|z=1)+\omega_2 p(A|z=2)+...+\omega_n p(A|z=n)}
\]

(1)

Where \( p(A|z=j) \) represents the probability of observing \( A \) given \( j \)th multivariate normal distribution (i.e., likelihood). Given that mean and covariance matrix of the \( j \)th multivariate normal distribution as in (2), mean (\( \hat{\mu}_j \)) and covariance matrix (\( \hat{\Sigma}_j \)) of the conditional distribution given \( A \) can be calculated as (3).

\[
\hat{\mu}_j = \begin{bmatrix} \mu_{j1} \\ \mu_{j2} \end{bmatrix} \text{ with sizes } \begin{bmatrix} m \times 1 \\ (d-m) \times 1 \end{bmatrix}
\]

\[
\hat{\Sigma}_j = \begin{bmatrix} \Sigma_{j1} & \Sigma_{j2} \\ \Sigma_{j3} & \Sigma_{j4} \end{bmatrix} \text{ with sizes } \begin{bmatrix} m \times m & m \times (d-m) \\ (d-m) \times m & (d-m) \times (d-m) \end{bmatrix}
\]

(2)

\[
\hat{\mu}_j = \mu_{j2} + \Sigma_{j3} \Sigma_{j1}^{-1}(X-\mu_{j1})
\]

\[
\hat{\Sigma}_j = \Sigma_{j4} - \Sigma_{j3} \Sigma_{j1}^{-1} \Sigma_{j2}
\]

(3)

The conditional distribution of Gaussian distribution follows Gaussian distribution as well. Therefore, the most likely flight time for the remaining points can be computed as weighted sum of mean flight times of the distributions as follows.

\[
\text{Predicted Flight Times} = \sum_{j=1}^{n} \omega_j \hat{\mu}_j
\]

(4)

Finally, the arrival times for the defined points that the aircraft will pass in the future can be computed as:

\[
\text{Predicted Arrival Times} = T_0 + \sum_{j=1}^{n} \omega_j \hat{\mu}_j
\]

(5)

where \( T_0 \) represents the current time.

As noted previously, one of the strengths of the proposed GMM model is its ability to not only provide a set of arrival-time predictions for multiple way-points, but also its ability to provide additional distribution measures of the predicted times. Specifically, the variance of predicted flight times is computed as follows:

\[
\text{Variance of Predicted Flight Times} = \sum_{j=1}^{n} \omega_j \hat{\Sigma}_j
\]

(6)

III. NUMERICAL STUDY

A. Target air route and flight data

We applied the proposed method to the air route G585-G597 in Incheon Flight Information Region (FIR). As shown in Fig.4, G585-G597 consists of 12 way-points from BULGA to BINIL.
This air route is often used by aircraft cruising from Fukuoka FIR towards Shanghai FIR. The distance from BULGA to BINIL is 253NM and the total flight time is about 42 minutes.

The trajectory data set is made of 2980 flights that have flown the target air route in three months of 2015. 90% of the data (i.e., 2685 flights) were used for training GMM, and the rest of them (i.e., 295 flights) were used as test data. The number of defined points along the air route was set to be 56 where the interval between two consecutive points is approximately 5NM.

B. Generating Gaussian mixture model

In this study, we set the number of components distributions in GMM to be three (K=3). Fig.5 shows the histograms of flight times from BULGA to each way-point of G585-G597. As shown in the figure, the variabilities in flight time are relatively high, and the means and variances for each way-point are shown in Table I. Fig. 6 shows the observed and fitted distributions of flight time to GUKDO. As shown in the figure, the one component is dominant but other components are still significant. Note that the fitted GMM contains the flight time distributions for all way-points, and the one in Fig. 6 was obtained by marginalizing the GMM for GUKDO. The parameters of each component distributions are shown in Table II.

![Figure 5. Histograms of flight times from BULGA to each way-point](image)

![Figure 6. Observed and fitted distributions of flight time to GUKDO](image)

<table>
<thead>
<tr>
<th>Way-point</th>
<th>Mean (sec)</th>
<th>Variance (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BULGA (1st WP)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>POHANG (2nd WP)</td>
<td>166.46</td>
<td>446.06</td>
</tr>
<tr>
<td>ELAPI (3rd WP)</td>
<td>506.37</td>
<td>2210.16</td>
</tr>
<tr>
<td>BIGOB (4th WP)</td>
<td>877.23</td>
<td>5224.79</td>
</tr>
<tr>
<td>BASEM (5th WP)</td>
<td>991.62</td>
<td>6455.04</td>
</tr>
<tr>
<td>GUKDO (6th WP)</td>
<td>1160.05</td>
<td>8520.51</td>
</tr>
<tr>
<td>KAKSO (7th WP)</td>
<td>1264.96</td>
<td>9955.19</td>
</tr>
<tr>
<td>KALMA (8th WP)</td>
<td>1443.38</td>
<td>12627.22</td>
</tr>
<tr>
<td>ANYANG (9th WP)</td>
<td>1533.88</td>
<td>14404.26</td>
</tr>
<tr>
<td>GOGET (10th WP)</td>
<td>1713.48</td>
<td>18393.18</td>
</tr>
<tr>
<td>NOPIK (11th WP)</td>
<td>2098.50</td>
<td>26914.39</td>
</tr>
<tr>
<td>BINIL (12th WP)</td>
<td>2287.56</td>
<td>31769.05</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Component</th>
<th>Mean</th>
<th>Variance</th>
<th>Mixture weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st component</td>
<td>1151</td>
<td>7613</td>
<td>0.82</td>
</tr>
<tr>
<td>2nd component</td>
<td>1346</td>
<td>8160</td>
<td>0.02</td>
</tr>
<tr>
<td>3rd component</td>
<td>1178</td>
<td>7053</td>
<td>0.15</td>
</tr>
</tbody>
</table>
C. Arrival time prediction

Fig. 7 shows a series of snapshots of an aircraft flying along G585-G597. The actual arrival times to the way-points are shown in red and predicted arrival times are shown in blue. As shown in Scene 1, the proposed model initially underestimated the flight times to the way-points (i.e., the predicted arrival times are less than actual times). However, as shown in Scene 2, once the actual arrival time to the third way-point (ELAPI) turned out to be greater than the predicted value, the model could adjust predicted arrival times to reflect the past observations. Although the model overestimated the arrival times in [Scene2], it could continuously adjust its predictions as more observations were collected as shown in Scenes 3 and 4.

Fig. 8 shows the actual and the predicted flight times of an aircraft at the final way-point (BINIL). The red line in the figure represents the actual flight time and the blue line represents the predicted flight time as the aircraft flies. As shown in the figure, the prediction accuracy is getting better as the aircraft continues toward BINIL. Fig. 9 shows the histogram of prediction errors for BINIL using the test data when the aircraft locates at BIGOB. Table III shows the means and Root Mean Square Error (RMSE) of the prediction errors for all way-points.

Fig.10 shows how the RMSE changes as aircraft approach the final fix BINIL. Each red circle in the figure represents the RMSE when the aircraft has just passed each way-point (i.e., the corresponding actual arrival time is observed). As shown in the figure, RMSE was about 186 seconds initially, but once actual arrival times started being observed, the prediction error decreases rapidly. The prediction RMSE at the second way-point was about 75.78 seconds and becomes lower than one minute after the third way-point.

We compared the prediction error of proposed model with a Linear Regression (LR) prediction model. Table III shows the means and RMSE of the prediction errors for each prediction model. As shown in the table, the performance of proposed model does not significantly outperform the LR
model in terms of prediction accuracy. However, the primary
distinction of the proposed model from other prediction models
is that the prediction output is a probability distribution of
arrival times (i.e., prediction interval). This probabilistic
feature can be used in many ways.

In Fig.11, the blue bar graph represents the histogram
of the GMM estimated variances of the flight times for BINIL
using the test data when the aircraft locates at GUKDO; the red
dashed line in the figure represents the sampled variance of all
the actual flight times of the aircraft using the same data. The
estimated variances of flight times were computed using (6),
while the sample variance of actual flight times from GUKDO
to BINIL was 5408.74. As shown in the figure, the estimated
variances of predicted flight times are much smaller than the
sample variance of flight times. This result reaches a conclusion
that the proposed model decreases the uncertainty of predicting
flight times.

<table>
<thead>
<tr>
<th>Way-point</th>
<th>GMM Mean</th>
<th>GMM RMSE</th>
<th>LR Mean</th>
<th>LR RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>BULGA</td>
<td>-125.81</td>
<td>186.26</td>
<td>-125.81</td>
<td>186.26</td>
</tr>
<tr>
<td>POHANG</td>
<td>-36.05</td>
<td>75.78</td>
<td>-37.40</td>
<td>74.49</td>
</tr>
<tr>
<td>ELAPI</td>
<td>-25.36</td>
<td>57.39</td>
<td>-27.18</td>
<td>58.21</td>
</tr>
<tr>
<td>BIGOB</td>
<td>-20.76</td>
<td>47.73</td>
<td>-22.28</td>
<td>48.34</td>
</tr>
<tr>
<td>BASEM</td>
<td>-16.99</td>
<td>44.71</td>
<td>-18.82</td>
<td>44.81</td>
</tr>
<tr>
<td>GUKDO</td>
<td>-16.86</td>
<td>42.90</td>
<td>-18.21</td>
<td>43.42</td>
</tr>
<tr>
<td>KAKSO</td>
<td>-17.06</td>
<td>42.63</td>
<td>-18.26</td>
<td>43.04</td>
</tr>
<tr>
<td>KALMA</td>
<td>-16.90</td>
<td>42.37</td>
<td>-18.47</td>
<td>43.12</td>
</tr>
<tr>
<td>ANYANG</td>
<td>-13.24</td>
<td>32.37</td>
<td>-14.67</td>
<td>32.29</td>
</tr>
<tr>
<td>GOGET</td>
<td>-3.49</td>
<td>16.08</td>
<td>-3.62</td>
<td>15.01</td>
</tr>
<tr>
<td>NOPIK</td>
<td>-0.76</td>
<td>6.40</td>
<td>-0.70</td>
<td>5.95</td>
</tr>
</tbody>
</table>

Figure 8. Actual flight time and predicted flight time at BINIL
Figure 9. Prediction errors for BINIL from BIGOB (157 NM to go)
Figure 10. Prediction RMSE by flight distance
Figure 11. Histogram of variance of predicted flight times from GUKDO
IV. CONCLUSION

In this study, we proposed a new method for predicting the flight time of aircraft using Gaussian mixture model. The proposed model was able to predict arrival time within one minute of RMSE over about 30 minutes look-ahead time.

Only the arrival times gained from earlier segments of the trajectory was considered to compute the arrival times at future way-points over which aircraft will fly. For the future work, the other features which might have a big potential impact on the arrival time such as overall traffic density or cruise speed of the leading aircraft would be included. Inclusion of other features can increase the prediction accuracy of the model.

The proposed model did not out-perform the prediction accuracy of the linear regression prediction model, but the main advantage of the proposed model is that the form of output from the proposed model is a probability distribution of arrival time. Also, the single of proposed model can predict multiple arrival times at defined points. The predicted arrival times at each point are updated each time when the new flight data are given.

The probabilistic nature of the output would increase its applicability of the proposed method to various fields. To prevent unnecessary delays or collisions corresponding to ever increasing air traffic, new methods for predicting aircraft arrival times need to be developed.
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